Adaptation, Learning, and Optimization over Networks

Ali H. Sayed
University of California at Los Angeles
Foundations and Trends® in Machine Learning
Volume 7, Issue 4-5, 2014
Editorial Board

Editor-in-Chief

Michael Jordan
University of California, Berkeley
United States

Editors

Peter Bartlett
UC Berkeley
Yoshua Bengio
University of Montreal
Avrim Blum
Carnegie Mellon
Craig Boutilier
University of Toronto
Stephen Boyd
Stanford University
Carla Brodley
Tufts University
Inderjit Dhillon
UT Austin
Jerome Friedman
Stanford University
Kenji Fukumizu
Institute of Statistical Mathematics
Zoubin Ghahramani
Cambridge University
David Heckerman
Microsoft Research
Tom Heskes
Radboud University Nijmegen

Geoffrey Hinton
University of Toronto
Aapo Hyvarinen
Helsinki Institute for Information Technology
Leslie Pack Kaelbling
MIT
Michael Kearns
University of Pennsylvania
Daphne Koller
Stanford University
John Lafferty
Carnegie Mellon
Michael Littman
Brown University
Gabor Lugosi
Pompeu Fabra University
David Madigan
Columbia University
Pascal Massart
Université Paris-Sud
Andrew McCallum
UMass Amherst
Marina Meila
University of Washington

Andrew Moore
Carnegie Mellon
John Platt
Microsoft Research
Luc de Raedt
University of Freiburg
Christian Robert
Université Paris-Dauphine
Sunita Sarawagi
Indian Institutes of Technology
Robert Schapire
Princeton University
Bernhard Schoelkopf
Max Planck Institute
Richard Sutton
University of Alberta
Larry Wasserman
Carnegie Mellon
Bin Yu
UC Berkeley
Adaptation, Learning, and Optimization over Networks

Ali H. Sayed
University of California at Los Angeles
## Contents

1 Motivation and Notation 312
1.1 Introduction .......................................... 312
1.2 Biological Networks .................................... 313
1.3 Distributed Processing ................................. 313
1.4 Adaptive Networks .................................... 315
1.5 Organization .............................................. 316
1.6 Notation and Symbols ................................. 317

2 Optimization by Single Agents 319
2.1 Risk and Loss Functions ............................... 319
2.2 Conditions on Risk Function ........................... 323
2.3 Optimization via Gradient Descent .................... 325
2.4 Decaying Step-Size Sequences ....................... 328
2.5 Optimization in the Complex Domain ............... 333

3 Stochastic Optimization by Single Agents 338
3.1 Adaptation and Learning .............................. 339
3.2 Gradient Noise Process ............................... 343
3.3 Stability of Second-Order Error Moment ........... 346
3.4 Stability of Fourth-Order Error Moment ............ 349
3.5 Decaying Step-Size Sequences ....................... 355
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.6</td>
<td>Optimization in the Complex Domain</td>
<td>359</td>
</tr>
<tr>
<td>4</td>
<td>Performance of Single Agents</td>
<td>368</td>
</tr>
<tr>
<td>4.1</td>
<td>Conditions on Risk Function and Noise</td>
<td>370</td>
</tr>
<tr>
<td>4.2</td>
<td>Stability of First-Order Error Moment</td>
<td>377</td>
</tr>
<tr>
<td>4.3</td>
<td>Long-Term Error Dynamics</td>
<td>379</td>
</tr>
<tr>
<td>4.4</td>
<td>Size of Approximation Error</td>
<td>383</td>
</tr>
<tr>
<td>4.5</td>
<td>Performance Metrics</td>
<td>386</td>
</tr>
<tr>
<td>4.6</td>
<td>Performance in the Complex Domain</td>
<td>400</td>
</tr>
<tr>
<td>5</td>
<td>Centralized Adaptation and Learning</td>
<td>407</td>
</tr>
<tr>
<td>5.1</td>
<td>Non-Cooperative Processing</td>
<td>407</td>
</tr>
<tr>
<td>5.2</td>
<td>Centralized Processing</td>
<td>411</td>
</tr>
<tr>
<td>5.3</td>
<td>Stochastic-Gradient Centralized Solution</td>
<td>413</td>
</tr>
<tr>
<td>5.4</td>
<td>Gradient Noise Model</td>
<td>415</td>
</tr>
<tr>
<td>5.5</td>
<td>Performance of Centralized Solution</td>
<td>419</td>
</tr>
<tr>
<td>5.6</td>
<td>Comparison with Single Agents</td>
<td>422</td>
</tr>
<tr>
<td>5.7</td>
<td>Decaying Step-Size Sequences</td>
<td>429</td>
</tr>
<tr>
<td>6</td>
<td>Multi-Agent Network Model</td>
<td>431</td>
</tr>
<tr>
<td>6.1</td>
<td>Connected Networks</td>
<td>431</td>
</tr>
<tr>
<td>6.2</td>
<td>Strongly-Connected Networks</td>
<td>435</td>
</tr>
<tr>
<td>6.3</td>
<td>Network Objective</td>
<td>440</td>
</tr>
<tr>
<td>7</td>
<td>Multi-Agent Distributed Strategies</td>
<td>448</td>
</tr>
<tr>
<td>7.1</td>
<td>Incremental Strategy</td>
<td>449</td>
</tr>
<tr>
<td>7.2</td>
<td>Consensus Strategy</td>
<td>452</td>
</tr>
<tr>
<td>7.3</td>
<td>Diffusion Strategy</td>
<td>456</td>
</tr>
<tr>
<td>8</td>
<td>Evolution of Multi-Agent Networks</td>
<td>470</td>
</tr>
<tr>
<td>8.1</td>
<td>State Recursion for Network Errors</td>
<td>470</td>
</tr>
<tr>
<td>8.2</td>
<td>Network Limit Point and Pareto Optimality</td>
<td>478</td>
</tr>
<tr>
<td>8.3</td>
<td>Gradient Noise Model</td>
<td>496</td>
</tr>
<tr>
<td>8.4</td>
<td>Extended Network Error Dynamics</td>
<td>498</td>
</tr>
<tr>
<td>9</td>
<td>Stability of Multi-Agent Networks</td>
<td>507</td>
</tr>
<tr>
<td>9.1</td>
<td>Stability of Second-Order Error Moment</td>
<td>508</td>
</tr>
<tr>
<td>Section</td>
<td>Page</td>
<td></td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>------</td>
<td></td>
</tr>
<tr>
<td>9.2 Stability of Fourth-Order Error Moment</td>
<td>522</td>
<td></td>
</tr>
<tr>
<td>9.3 Stability of First-Order Error Moment</td>
<td>531</td>
<td></td>
</tr>
<tr>
<td>10 Long-Term Network Dynamics</td>
<td>552</td>
<td></td>
</tr>
<tr>
<td>10.1 Long-Term Error Model</td>
<td>553</td>
<td></td>
</tr>
<tr>
<td>10.2 Size of Approximation Error</td>
<td>556</td>
<td></td>
</tr>
<tr>
<td>10.3 Stability of Second-Order Error Moment</td>
<td>560</td>
<td></td>
</tr>
<tr>
<td>10.4 Stability of Fourth-Order Error Moment</td>
<td>563</td>
<td></td>
</tr>
<tr>
<td>10.5 Stability of First-Order Error Moment</td>
<td>566</td>
<td></td>
</tr>
<tr>
<td>10.6 Comparing Consensus and Diffusion Strategies</td>
<td>568</td>
<td></td>
</tr>
<tr>
<td>11 Performance of Multi-Agent Networks</td>
<td>574</td>
<td></td>
</tr>
<tr>
<td>11.1 Conditions on Costs and Noise</td>
<td>575</td>
<td></td>
</tr>
<tr>
<td>11.2 Performance Metrics</td>
<td>581</td>
<td></td>
</tr>
<tr>
<td>11.3 Mean-Square-Error Performance</td>
<td>583</td>
<td></td>
</tr>
<tr>
<td>11.4 Excess-Risk Performance</td>
<td>608</td>
<td></td>
</tr>
<tr>
<td>11.5 Comparing Consensus and Diffusion Strategies</td>
<td>615</td>
<td></td>
</tr>
<tr>
<td>12 Benefits of Cooperation</td>
<td>624</td>
<td></td>
</tr>
<tr>
<td>12.1 Doubly-Stochastic Combination Policies</td>
<td>625</td>
<td></td>
</tr>
<tr>
<td>12.2 Left-Stochastic Combination Policies</td>
<td>628</td>
<td></td>
</tr>
<tr>
<td>12.3 Comparison with Centralized Solutions</td>
<td>635</td>
<td></td>
</tr>
<tr>
<td>12.4 Excess-Risk Performance</td>
<td>641</td>
<td></td>
</tr>
<tr>
<td>13 Role of Informed Agents</td>
<td>646</td>
<td></td>
</tr>
<tr>
<td>13.1 Informed and Uninformed Agents</td>
<td>646</td>
<td></td>
</tr>
<tr>
<td>13.2 Conditions on Cost Functions</td>
<td>648</td>
<td></td>
</tr>
<tr>
<td>13.3 Mean-Square-Error Performance</td>
<td>650</td>
<td></td>
</tr>
<tr>
<td>13.4 Controlling Degradation in Performance</td>
<td>659</td>
<td></td>
</tr>
<tr>
<td>13.5 Excess-Risk Performance</td>
<td>660</td>
<td></td>
</tr>
<tr>
<td>14 Combination Policies</td>
<td>662</td>
<td></td>
</tr>
<tr>
<td>14.1 Static Combination Policies</td>
<td>663</td>
<td></td>
</tr>
<tr>
<td>14.2 Need for Adaptive Policies</td>
<td>665</td>
<td></td>
</tr>
<tr>
<td>14.3 Hastings Policy</td>
<td>667</td>
<td></td>
</tr>
<tr>
<td>14.4 Relative-Variance Policy</td>
<td>668</td>
<td></td>
</tr>
</tbody>
</table>
14.5 Adaptive Combination Policy .......................... 671

15 Extensions and Conclusions 683
  15.1 Gossip and Asynchronous Strategies ................. 683
  15.2 Noisy Exchanges of Information ...................... 686
  15.3 Exploiting Temporal Diversity ........................ 687
  15.4 Incorporating Sparsity Constraints ................... 690
  15.5 Distributed Constrained Optimization ................. 691
  15.6 Distributed Recursive Least-Squares ................ 696
  15.7 Distributed State-Space Estimation ................... 701

Acknowledgements 710

Appendices 711

A Complex Gradient Vectors 712
  A.1 Cauchy-Riemann Conditions .......................... 712
  A.2 Scalar Arguments .................................... 714
  A.3 Vector Arguments .................................... 716
  A.4 Real Arguments .................................... 718

B Complex Hessian Matrices 720
  B.1 Hessian Matrices for Real Arguments .................. 720
  B.2 Hessian Matrices for Complex Arguments ............... 722

C Convex Functions 730
  C.1 Convexity in the Real Domain ........................ 731
  C.2 Convexity in the Complex Domain ...................... 739

D Mean-Value Theorems 744
  D.1 Increment Formulae for Real Arguments ................. 744
  D.2 Increment Formulae for Complex Arguments .......... 746

E Lipschitz Conditions 749
  E.1 Perturbation Bounds in the Real Domain ............... 749
  E.2 Lipschitz Conditions in the Real Domain ............. 753
<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>E.3 Perturbation Bounds in the Complex Domain</td>
<td>755</td>
</tr>
<tr>
<td>E.4 Lipschitz Conditions in the Complex Domain</td>
<td>759</td>
</tr>
<tr>
<td>F Useful Matrix and Convergence Results</td>
<td>761</td>
</tr>
<tr>
<td>F.1 Kronecker Products</td>
<td>761</td>
</tr>
<tr>
<td>F.2 Vector and Matrix Norms</td>
<td>764</td>
</tr>
<tr>
<td>F.3 Perturbation Bounds on Eigenvalues</td>
<td>770</td>
</tr>
<tr>
<td>F.4 Lyapunov Equations</td>
<td>772</td>
</tr>
<tr>
<td>F.5 Stochastic Matrices</td>
<td>774</td>
</tr>
<tr>
<td>F.6 Convergence of Inequality Recursions</td>
<td>775</td>
</tr>
<tr>
<td>G Logistic Regression</td>
<td>777</td>
</tr>
<tr>
<td>G.1 Logistic Function</td>
<td>777</td>
</tr>
<tr>
<td>G.2 Odds Function</td>
<td>778</td>
</tr>
<tr>
<td>G.3 Kullback-Leibler Divergence</td>
<td>779</td>
</tr>
<tr>
<td>References</td>
<td>781</td>
</tr>
<tr>
<td>Errata</td>
<td>802</td>
</tr>
</tbody>
</table>
Abstract

This work deals with the topic of information processing over graphs. The presentation is largely self-contained and covers results that relate to the analysis and design of multi-agent networks for the distributed solution of optimization, adaptation, and learning problems from streaming data through localized interactions among agents. The results derived in this work are useful in comparing network topologies against each other, and in comparing networked solutions against centralized or batch implementations. There are many good reasons for the peaked interest in distributed implementations, especially in this day and age when the word “network” has become commonplace whether one is referring to social networks, power networks, transportation networks, biological networks, or other types of networks. Some of these reasons have to do with the benefits of cooperation in terms of improved performance and improved resilience to failure. Other reasons deal with privacy and secrecy considerations where agents may not be comfortable sharing their data with remote fusion centers. In other situations, the data may already be available in dispersed locations, as happens with cloud computing. One may also be interested in learning through data mining from big data sets. Motivated by these considerations, this work examines the limits of performance of distributed stochastic-gradient solutions and discusses procedures that help bring forth their potential more fully. The presentation adopts a useful statistical framework and derives performance results that elucidate the mean-square stability, convergence, and steady-state behavior of the learning networks. The work also illustrates how distributed processing over graphs gives rise to some revealing phenomena due to the coupling effect among the agents. These phenomena are discussed in the context of adaptive networks, along with examples from a variety of areas including distributed sensing, intrusion detection, distributed estimation, online adaptation, network system theory, and machine learning.
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1

Motivation and Notation

1.1 Introduction

Network science is a fascinating field that is evolving rapidly across many domains [15, 19, 92, 121, 154, 178, 207]. As remarked in [207], and for long, classical system and learning theories have focused on optimizing stand-alone systems or learners with great success. Nevertheless, progress in recent decades in the biological sciences [16, 50, 131, 146], animal behavior studies [7, 50, 79, 90, 187, 219], and the neuroscience of the brain [20, 49, 225], has revealed remarkable patterns of organization and structured complexity in the behavior of biological networks, animal groups, and in the dynamics of brain connectivity. These studies have brought forward notable examples of complex systems that derive their sophistication from coordination among simpler units and from the aggregation and processing of decentralized pieces of information. While each unit in these systems is not capable of sophisticated behavior on its own, it is the interaction among the constituents that leads to systems that are resilient to failure and that are capable of adjusting their behavior in response to changes in their environment.

These discoveries have motivated diligent efforts towards a deeper understanding of information processing, adaptation, and learning over
1.2. Biological Networks

Examples abound for the viability of such designs in the realm of biological networks. Nature is laden with examples of networks exhibiting sophisticated behavior that arises from interactions among agents of limited abilities. For example, fish schools are unusually skilled at navigating their environment with remarkable discipline and at configuring the topology of their school in the face of danger from predators [79, 187]; when a predator is sighted or sensed, the entire school of fish adjusts its configuration to let the predator through and then coalesces again to continue its schooling behavior. It is reasonable to assume that this complex behavior is the result of sensing information spreading fast across the school of fish through local interactions among adjacent members of the school. Likewise, in bee swarms, it is observed that only a small fraction of the agents (about 5%) are informed and this small fraction of agents is still capable of guiding an entire swarm of bees to their new hive [12, 22, 125, 219]. It is a remarkable property of biological networks and animal groups that sophisticated behavior is able to arise from simple interactions among limited agents [119, 199, 228].

1.3 Distributed Processing

Motivated by these observations, this work deals with the topic of information processing over graphs and how collaboration among agents in a network can lead to superior adaptation and learning performance. The presentation covers results and tools that relate to the analysis and design of networks that are able to solve optimization, adaptation, and
learning problems in an efficient and distributed manner from streaming data through localized interactions among their agents.

The treatment extends the presentation from [207] in several directions\(^1\) and covers three interwined topics: (a) how to perform distributed optimization over networks; (b) how to perform distributed adaptation over networks; and (c) how to perform distributed learning over networks. In these three domains, we examine and compare the advantages and limitations of non-cooperative, centralized, and distributed stochastic-gradient solutions. In the non-cooperative mode of operation, agents act independently of each other in their pursuit of their desired objective. In the centralized mode of operation, agents transmit their (collected or processed) data to a fusion center, which is capable of processing the data centrally. The fusion center then shares the results of the analysis back with the distributed agents. While centralized solutions can be powerful, they still suffer from some limitations. First, in real-time applications where agents collect data continuously, the repeated exchange of information back and forth between the agents and the fusion center can be costly especially when these exchanges occur over wireless links or require nontrivial routing resources. Second, in some sensitive applications, agents may be reluctant to share their data with remote centers for various reasons including privacy and secrecy considerations. More importantly perhaps, centralized solutions have a critical point of failure: if the central processor fails, then this solution method collapses altogether.

Distributed implementations, on the other hand, pursue the desired objective through localized interactions among the agents. In the distributed mode of operation, agents are connected by a topology and they are permitted to share information only with their immediate neighbors. There are many good reasons for the peaked interest in such distributed solutions, especially in this day and age when the word “network” has become commonplace whether one is referring to social networks, power networks, transportation networks, biological networks, or other types of networks. Some of these reasons have to do

---

\(^1\)The author is grateful to IEEE for allowing reproduction of material from [207] in this work.
with the benefits of cooperation in terms of improved performance and improved robustness and resilience to failure. Other reasons deal with privacy and secrecy considerations where agents may not be comfortable sharing their data with remote fusion centers. In other situations, the data may already be available in dispersed locations, as happens with cloud computing. One may also be interested in learning and extracting information through data mining from large data sets. Decentralized learning procedures offer an attractive approach to dealing with such large data sets. Decentralized mechanisms can also serve as important enablers for the design of robotic swarms, which can assist in the exploration of disaster areas.

For these various reasons, we devote some good effort in this work towards quantifying the limits of performance of distributed solutions and towards discussing design procedures that can bring forth their potential more fully. Our emphasis is on solutions that are able to learn from streaming data. In particular, we shall study three families of distributed strategies: (a) incremental strategies, (b) consensus strategies, and (c) diffusion strategies — see Chapter 7. We shall derive expressions that quantify the behavior of the distributed algorithms and use the expressions to compare their performance and to illustrate under what conditions network cooperation is beneficial to the learning and adaptation process. While the social benefit, defined as the average performance across the network, generally improves through cooperation, it is not necessarily the case that the individual agents will always benefit from cooperation: some agents may see their performance degrade relative to the non-cooperative mode of operation [214, 276]. This observation will motivate us to seek optimized combination policies that enable all agents in a network to enhance their performance through cooperation.

1.4 Adaptive Networks

We shall study distributed solutions in the context of adaptive networks [207, 208, 214], which consist of a collection of agents with adaptation and learning abilities. The agents are linked together through a topol-
ogy and they interact with each other through localized in-network processing to solve inference and optimization problems in a fully distributed and online manner. The continuous sharing and diffusion of information across the network enables the agents to respond in real-time to drifts in the data and to changes in the network topology. Such networks are scalable, robust to node and link failures, and are particularly suitable for learning from big data sets by tapping into the power of collaboration among distributed agents. The networks are also endowed with cognitive abilities [108, 207] due to the sensing abilities of their agents, their interactions with their neighbors, and an embedded feedback mechanism for acquiring and refining information. Each agent is not only capable of experiencing the environment directly, but it also receives information through interactions with its neighbors and processes this information to drive its learning process.

Adaptive networks are well-suited to perform decentralized information processing tasks. They are also well-suited to model several forms of complex behavior exhibited by biological [16, 50, 131, 146] and social networks [15, 77, 92, 121, 229] such as fish schooling [187], prey-predator maneuvers [105, 170], bird formations [110, 119], bee swarming [12, 22, 125, 219], bacteria motility [25, 188, 257], and social and economic interactions [98, 103]. Examples of references that discuss applications of the diffusion distributed algorithms studied in this work to problems involving biological and social networks include [56, 65, 155, 212, 214, 245, 246, 249, 275]. Examples of references that discuss applications of consensus implementations include [2, 18, 64, 80, 118, 122, 123, 180, 183, 184, 198, 199, 254]. We do not discuss biological networks in this work and refer the reader instead to the above references; the survey article [214] provides some further motivation.

1.5 Organization

This work is largely self-contained. It provides an extended treatment of topics presented in condensed form in the survey [207], and of several other additional topics. For maximal benefit, readers may review
first the background material in Appendices A through G on complex
gradient vectors and Hessian matrices, convex functions, mean-value
theorems, Lipschitz conditions, matrix theory, and logistic regression.

In preparation for the study of multi-agent networks, Chapters 2–4 review some fundamental results on optimization, adaptation, and
learning by single stand-alone agents. The emphasis is on stochastic-
gradient constructions. The presentation in these chapters provides in-
sights that will be useful in our subsequent study of adaptation and
learning by a collection of networked agents. This latter study is more
demanding due to the coupling among interacting agents, and due to
the fact that networks are generally sparsely connected. The results
in this work will help clarify the effect of network topology on perfor-
mance and will develop tools that enable designers to compare various
strategies against each other and against the centralized solution.

1.6 Notation and Symbols

All vectors are column vectors, with the exception of the regression
vector (denoted by the letters \( u \) or \( \mathbf{u} \)), which will be taken to be a row
vector for convenience of presentation. Table 1.1 lists the main conven-
tions used in our exposition. In particular, note that we use boldface
letters to refer to random quantities and normal font to refer to their
realizations or deterministic quantities. We also use \( \mathbf{T} \) for matrix or
vector transposition and \( * \) for complex-conjugate transposition.

Moreover, for generality, we treat the case in which the variables of
interest are generally complex-valued; when necessary, we show how the
results simplify in the real case. Some subtle differences in the analy-
sis arise when dealing with complex data. These differences would be
masked if we focus exclusively on real-valued data. Moreover, studying
design problems with complex data is relevant for many fields, espe-
cially in the domain of signal processing and communications problems.
**Table 1.1:** List of notation and symbols used in the text and appendices.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{R} )</td>
<td>Field of real numbers.</td>
</tr>
<tr>
<td>( \mathbb{C} )</td>
<td>Field of complex numbers.</td>
</tr>
<tr>
<td>( \mathbf{1} )</td>
<td>Column vector with all its entries equal to one.</td>
</tr>
<tr>
<td>( I_M )</td>
<td>Identity matrix of size ( M \times M ).</td>
</tr>
<tr>
<td>( \mathbf{d} )</td>
<td>Boldface notation denotes random variables.</td>
</tr>
<tr>
<td>( \mathbf{d} )</td>
<td>Normal font denotes realizations of random variables.</td>
</tr>
<tr>
<td>( \mathbf{A} )</td>
<td>Capital letters denote matrices.</td>
</tr>
<tr>
<td>( \mathbf{a} )</td>
<td>Small letters denote vectors or scalars.</td>
</tr>
<tr>
<td>( \boldsymbol{\alpha} )</td>
<td>Greek letters denote scalars.</td>
</tr>
<tr>
<td>( \mathbf{d}(i) )</td>
<td>Small letters with parenthesis denote scalars.</td>
</tr>
<tr>
<td>( \mathbf{d}_i )</td>
<td>Small letters with subscripts denote vectors.</td>
</tr>
<tr>
<td>( \mathbf{T} )</td>
<td>Matrix transposition.</td>
</tr>
<tr>
<td>( \ast )</td>
<td>Complex-conjugate transposition.</td>
</tr>
<tr>
<td>( \text{Re}(z) )</td>
<td>Real part of complex number ( z ).</td>
</tr>
<tr>
<td>( \text{Im}(z) )</td>
<td>Imaginary part of complex number ( z ).</td>
</tr>
<tr>
<td>( \text{col}{a,b} )</td>
<td>Column vector with entries ( a ) and ( b ).</td>
</tr>
<tr>
<td>( \text{diag}{a,b} )</td>
<td>Diagonal matrix with entries ( a ) and ( b ).</td>
</tr>
<tr>
<td>( \text{vec}{A} )</td>
<td>Vector obtained by stacking the columns of ( A ).</td>
</tr>
<tr>
<td>( \text{bvec}{A} )</td>
<td>Vector obtained by vectorizing and stacking blocks of ( A ).</td>
</tr>
<tr>
<td>( |x| )</td>
<td>Euclidean norm of its vector argument.</td>
</tr>
<tr>
<td>( |x|_\Sigma )</td>
<td>Weighted square value ( x^\ast\Sigma x ).</td>
</tr>
<tr>
<td>( |A| )</td>
<td>Two-induced norm of matrix ( A ), also equal to ( \sigma_{\text{max}}(A) ).</td>
</tr>
<tr>
<td>( |A|_1 )</td>
<td>Maximum absolute column sum of matrix ( A ).</td>
</tr>
<tr>
<td>( |A|_\infty )</td>
<td>Maximum absolute row sum of matrix ( A ).</td>
</tr>
<tr>
<td>( A \geq 0 )</td>
<td>Matrix ( A ) is non-negative definite.</td>
</tr>
<tr>
<td>( A &gt; 0 )</td>
<td>Matrix ( A ) is positive-definite.</td>
</tr>
<tr>
<td>( \rho(A) )</td>
<td>Spectral radius of matrix ( A ).</td>
</tr>
<tr>
<td>( \lambda_{\text{max}}(A) )</td>
<td>Maximum eigenvalue of the Hermitian matrix ( A ).</td>
</tr>
<tr>
<td>( \lambda_{\text{min}}(A) )</td>
<td>Minimum eigenvalue of the Hermitian matrix ( A ).</td>
</tr>
<tr>
<td>( \sigma_{\text{max}}(A) )</td>
<td>Maximum singular value of ( A ).</td>
</tr>
<tr>
<td>( A \otimes B )</td>
<td>Kronecker product of ( A ) and ( B ).</td>
</tr>
<tr>
<td>( A \otimes_b B )</td>
<td>Block Kronecker product of block matrices ( A ) and ( B ).</td>
</tr>
<tr>
<td>( a \preceq b )</td>
<td>Element-wise comparison of the entries of vectors ( a ) and ( b ).</td>
</tr>
<tr>
<td>( \delta_{k,\ell} )</td>
<td>Kronecker delta sequence: 1 when ( k = \ell ) and 0 when ( k \neq \ell ).</td>
</tr>
<tr>
<td>( \alpha = O(\mu) )</td>
<td>Signifies that (</td>
</tr>
<tr>
<td>( \alpha = o(\mu) )</td>
<td>Signifies that ( \alpha/\mu \to 0 ) as ( \mu \to 0 ).</td>
</tr>
<tr>
<td>( \alpha(\mu) \sim \beta(\mu) )</td>
<td>Signifies that ( \alpha(\mu) ) and ( \beta(\mu) ) agree to first order in ( \mu ).</td>
</tr>
<tr>
<td>( \limsup_{n \to \infty} a(n) )</td>
<td>Limit superior of the sequence ( a(n) ).</td>
</tr>
<tr>
<td>( \liminf_{n \to \infty} a(n) )</td>
<td>Limit inferior of the sequence ( a(n) ).</td>
</tr>
</tbody>
</table>
In this chapter we review the class of gradient-descent algorithms, which are among the most successful iterative techniques for the solution of optimization problems by stand-alone single agents. The presentation summarizes some classical results and provides insights that are useful for our later study of the more demanding scenario of optimization by networked agents. We consider initially the case of real-valued arguments [207] and extend the results to the complex domain as well. We also consider both cases of constant step-sizes and decaying step-sizes.

2.1 Risk and Loss Functions

Thus, let \( J(w) \in \mathbb{R} \) denote a real-valued (cost or utility or risk) function of a real-valued vector argument, \( w \in \mathbb{R}^M \). It is common in adaptation and learning applications for \( J(w) \) to be constructed as the expectation of some loss function, \( Q(w; x) \), where the \textbf{boldface} variable \( x \) is used to denote some random data, say,

\[
J(w) = \mathbb{E} Q(w; x) \tag{2.1}
\]
and the expectation is evaluated over the distribution of $x$ [207]. Following the notation introduced in Appendices A and B, we denote the gradient vectors of $J(w)$ relative to $w$ and $w^T$ by the following row and column vectors, respectively, where the first expression is also referred to as the Jacobian of $J(w)$ relative to $w$:

$$\nabla_w J(w) \triangleq \begin{bmatrix} \frac{\partial J(w)}{\partial w_1} & \frac{\partial J(w)}{\partial w_2} & \ldots & \frac{\partial J(w)}{\partial w_M} \end{bmatrix} \quad (2.2)$$

$$\nabla_{w^T} J(w) \triangleq [\nabla_w J(w)]^T \quad (2.3)$$

These definitions are in terms of the partial derivatives of $J(w)$ relative to the individual entries of $w$:

$$w \triangleq \text{col}\{w_1, w_2, \ldots, w_M\} \quad (2.4)$$

Likewise, the Hessian matrix of $J(w)$ with respect to $w$ is defined as the following $M \times M$ symmetric matrix:

$$\nabla^2_w J(w) \triangleq \nabla_{w^T} [\nabla_w J(w)] = \nabla_w [\nabla_{w^T} J(w)] \quad (2.5)$$

which is constructed from two successive gradient operations.

**Example 2.1 (Mean-square-error costs).** Let $d$ denote a zero-mean scalar random variable with variance $\sigma_d^2 = \mathbb{E}d^2$ and let $u$ denote a zero-mean $1 \times M$ random vector with covariance matrix $R_u = \mathbb{E}u^T u > 0$. The combined quantities $\{d, u\}$ represent the random variable $x$ referred to in (2.1). The cross-covariance vector is denoted by $r_{du} = \mathbb{E}du^T$. We formulate the problem of estimating $d$ from $u$ in the linear least-mean-squares sense or, equivalently, the problem of seeking the vector $w^o$ that minimizes the quadratic cost function:

$$J(w) \triangleq \mathbb{E}(d - uw)^2 = \sigma_d^2 - 2r_{du}^T w + w^T R_u w \quad (2.6)$$

This cost corresponds to the following choice for the loss function:

$$Q(w; x) \triangleq (d - uw)^2 = d^2 - 2dw + w^T u^T uw \quad (2.7)$$

Such quadratic costs are widely used in estimation and adaptation problems [107, 133, 205, 206, 262]. They are also widely used as quadratic risk functions in machine learning applications [37, 233]. The gradient vector and Hessian matrix of $J(w)$ are easily seen to be:

$$\nabla_w J(w) = 2(R_u w - r_{du})^T, \quad \nabla^2_w J(w) = 2R_u \quad (2.8)$$
2.1. Risk and Loss Functions

Figure 2.1 illustrates the mean-square-error cost (2.6) for the two-dimensional case, $M = 2$. The individual entries of $w \in \mathbb{R}^M$ are denoted by $w = \text{col}\{w_1, w_2\}$. The plot is generated by using $\sigma^2_d = 0.5$, a diagonal covariance matrix, $R_u$, whose entries are generated randomly from within the interval $[1, 10]$, and a cross-covariance vector, $r_{du}$, whose entries are also generated randomly within the range $[0, 1]$.

Example 2.2 (Logistic or log-loss risks). Let $\gamma$ denote a binary random variable that assumes the values $\pm 1$, and let $h$ denote an $M \times 1$ random (feature) vector with $R_h = \mathbb{E} h h^T$. The combined quantities $\{\gamma, h\}$ represent the random variable $x$ referred to in (2.1). In the context of machine learning and pattern classification problems [37, 115, 233], the variable $\gamma$ designates the class that feature vector $h$ belongs to. In these problems, one seeks the vector $w^*$ that minimizes the regularized logistic risk function — see Appendix G:

\[
J(w) \triangleq \frac{\rho}{2} \|w\|^2 + \mathbb{E} \left\{ \ln \left( 1 + e^{-\gamma h^T w} \right) \right\}
\]

(2.9)

where $\rho > 0$ is some regularization parameter, $\ln(\cdot)$ is the natural logarithm function, and $\|w\|^2 = w^T w$. The risk (2.9) corresponds to the following choice for the loss function:

\[
Q(w; x) \triangleq \frac{\rho}{2} \|w\|^2 + \ln \left( 1 + e^{-\gamma h^T w} \right)
\]

(2.10)

Once $w^*$ is recovered, its value can be used to classify new feature vectors, say, $\{h_\ell\}$, into classes $+1$ or $-1$. This can be achieved, for example, by assigning feature vectors with $h_\ell^T w^* \geq 0$ to one class and feature vectors with $h_\ell^T w^* < 0$...
to another class. Assuming the distribution of \( \{ \gamma, h \} \) is such that it permits the exchange of the expectation and differentiation operations, it can be verified that for the above \( J(w) \):

\[
\nabla_w J(w) = \rho w^T - \mathbb{E} \left\{ \gamma h^T \left( \frac{e^{-\gamma h^T w}}{1 + e^{-\gamma h^T w}} \right) \right\} \quad (2.11)
\]

\[
\nabla_w^2 J(w) = \rho I_M + \mathbb{E} \left\{ hh^T \left( \frac{e^{-\gamma h^T w}}{(1 + e^{-\gamma h^T w})^2} \right) \right\} \quad (2.12)
\]

**Figure 2.2:** Illustration of the logistic risk (2.9) for \( M = 2 \) and \( \rho = 10 \). The plot is generated by approximating the expectation in (2.9) by the sample average over 100 repeated realizations for the random variables \( \{ \gamma, h \} \).

Figure 2.2 illustrates the logistic risk function (2.9) for the two-dimensional case, \( M = 2 \), and using \( \rho = 10 \). The individual entries of \( w \in \mathbb{R}^2 \) are denoted by \( w = \text{col} \{ w_1, w_2 \} \). The plot is generated by approximating the expectation in (2.9) by means of a sample average over 100 repeated realizations for the random variables \( \{ \gamma, h \} \). Specifically, a total of 100 binary realizations are generated for \( \gamma \), where the values \( \pm 1 \) are assumed with equal probability, and 100 Gaussian realizations are generated for \( h \) with mean vectors \( +I \) and \( -I \) for the classes \( \gamma = +1 \) and \( \gamma = -1 \), respectively.
2.2 Conditions on Risk Function

Stochastic gradient algorithms are powerful iterative procedures for solving optimization problems of the form

$$w^o = \arg \min_w J(w) \quad (2.13)$$

While the analysis that follows can be pursued under more relaxed conditions (see, e.g., the treatments in [32, 190, 191, 243]), it is sufficient for our purposes to require $J(w)$ to be strongly-convex and twice-differentiable with respect to $w$. Recall from property (C.18) in the appendix that the cost function $J(w)$ is said to be $\nu-$strongly convex if, and only if, its Hessian matrix is sufficiently bounded away from zero [29, 45, 177, 190]:

$$J(w) \text{ is } \nu-$strongly convex } \iff \nabla_w^2 J(w) \geq \nu I_M > 0 \quad (2.14)$$

for all $w$ and for some scalar $\nu > 0$. Strong convexity is a useful condition in the context of adaptation and learning from streaming data because it helps guard against ill-conditioning in the algorithms; it also helps ensure that $J(w)$ has a unique global minimum, say, at location $w^o$; there will be no other minima, maxima, or saddle points. In addition, as we are going to see later in (2.23), it is well-known that strong convexity endows gradient-descent algorithms with geometric (i.e., exponential) convergence rates in the order of $O(\alpha^i)$, for some $0 \leq \alpha < 1$ and where $i$ is the iteration index [32, 190]. For comparison purposes, when the function $J(w)$ is only convex but not necessarily strongly convex, then from the same property (C.18) we know that convexity is equivalent to the following condition:

$$J(w) \text{ is convex } \iff \nabla_w^2 J(w) \geq 0 \quad (2.15)$$

for all $w$. In this case, while the function $J(w)$ will only have global minima, there can now be multiple global minima. Moreover, the convergence of the gradient-descent algorithm will now occur at the slower rate of $O(1/i)$ [32, 190].

In most problems of interest in adaptation and learning, the cost function $J(w)$ is either already strongly convex or can be made strongly
convex by means of regularization. For example, it is common in machine learning problems [37, 233] and in adaptation and estimation problems [133, 206] to incorporate regularization factors into the cost functions; these factors help ensure strong convexity automatically. For instance, the mean-square-error cost (2.6) is strongly convex whenever \( R_u > 0 \). If \( R_u \) happens to be singular, then the following regularized cost will be strongly convex:

\[
J(w) \triangleq \frac{\rho}{2} \|w\|^2 + \mathbb{E}(d - uw)^2
\]  

(2.16)

where \( \rho > 0 \) is a regularization parameter similar to (2.9).

Besides strong convexity, we also require the gradient vector of \( J(w) \) to be \( \delta \)–Lipschitz, namely, that there exists \( \delta > 0 \) such that

\[
\|\nabla_w J(w_2) - \nabla_w J(w_1)\| \leq \delta \|w_2 - w_1\|
\]  

(2.17)

for all \( w_1, w_2 \). It follows from Lemma E.3 in the appendix that for twice-differentiable costs, conditions (2.14) and (2.17) combined are equivalent to

\[
0 < \nu I_M \leq \nabla^2_w J(w) \leq \delta I_M
\]  

(2.18)

For example, it is clear that the Hessian matrices in (2.8) and (2.12) satisfy this property since

\[
2\lambda_{\min}(R_u)I_M \leq \nabla^2_w J(w) \leq 2\lambda_{\max}(R_u)I_M
\]  

(2.19)
in the first case and

\[
\rho I_M \leq \nabla^2_w J(w) \leq (\rho + \lambda_{\max}(R_h))I_M
\]  

(2.20)
in the second case. In summary, we will be assuming the following conditions on the cost function.

**Assumption 2.1** (Conditions on cost function). The cost function \( J(w) \) is twice-differentiable and satisfies (2.18) for some positive parameters \( \nu \leq \delta \). Condition (2.18) is equivalent to requiring \( J(w) \) to be \( \nu \)–strongly convex and for its gradient vector to be \( \delta \)–Lipschitz as in (2.14) and (2.17), respectively.
2.3 Optimization via Gradient Descent

There are many techniques by which optimization problems of the form (2.13) can be solved. We focus in this work on the important class of gradient descent algorithms. These algorithms require knowledge of the actual gradient vector and take the following form:

$$ w_i = w_{i-1} - \mu \nabla_w J(w_{i-1}), \quad i \geq 0 $$ (2.21)

where $i \geq 0$ is an iteration index (usually time), and $\mu > 0$ is a constant step-size parameter. The following result establishes that the successive iterates $\{w_i\}$ converge exponentially fast towards $w^o$ for any step-size smaller than the threshold specified by (2.22).

Lemma 2.1 (Convergence with constant step-size: Real case). Assume the cost function, $J(w)$, satisfies Assumption 2.1. If the step-size $\mu$ is chosen to satisfy

$$ 0 < \mu < \frac{2\nu}{\delta^2} $$ (2.22)

then, it holds that for any initial condition, $w_{-1}$, the gradient descent algorithm (2.21) generates iterates $\{w_i\}$ that converge exponentially fast to the global minimizer, $w^o$, i.e., it holds that

$$ \|\tilde{w}_i\|^2 \leq \alpha \|\tilde{w}_{i-1}\|^2 $$ (2.23)

where the real scalar $\alpha$ satisfies $0 \leq \alpha < 1$ and is given by

$$ \alpha = 1 - 2\mu\nu + \mu^2\delta^2 $$ (2.24)

and $\tilde{w}_i = w^o - w_i$ denotes the error vector at iteration $i$.

Proof. We provide two arguments. The first derivation is perhaps more traditional, while the second derivation is based on arguments that are more convenient when we extend the results to optimization over networked agents. We start by subtracting $w^o$ from both sides of (2.21) and use the fact that $\nabla_w J(w^o) = 0$ to write

$$ \tilde{w}_i = \tilde{w}_{i-1} + \mu [\nabla_w J(w_{i-1}) - \nabla_w J(w^o)] $$ (2.25)

Computing the squared Euclidean norms (or energies) of both sides of the above equality gives
\[ \| \tilde{w}_i \|^2 = \| \tilde{w}_{i-1} \|^2 + \mu^2 \| \nabla_{w^T} J(w_{i-1}) - \nabla_{w^T} J(w^o) \|^2 + 2\mu \| \nabla_w J(w_{i-1}) - \nabla_w J(w^o) \| \tilde{w}_{i-1} \]
\[ \leq \| \tilde{w}_{i-1} \|^2 + \mu^2 \left\| \left( \int_0^1 \nabla^2_{w^T} J(w^o - t\tilde{w}_{i-1}) dt \right) \tilde{w}_{i-1} \right\|^2 - 2\mu \nu \| \tilde{w}_{i-1} \|^2 \]
\[ \leq \| \tilde{w}_{i-1} \|^2 + \mu^2 \delta^2 \| \tilde{w}_{i-1} \|^2 - 2\mu \nu \| \tilde{w}_{i-1} \|^2 \]
\[ = \alpha \| \tilde{w}_{i-1} \|^2 \] (2.26)

where step (a) uses the mean-value relation (D.9) and the strong-convexity property (C.17) from the appendices, while step (b) uses the upper bound in (2.18) on the Hessian matrix.

We next verify that condition (2.22) ensures \( 0 \leq \alpha < 1 \). For this purpose, we refer to Figure 2.3, which plots the coefficient \( \alpha(\mu) \) as a function of \( \mu \). The minimum value of \( \alpha(\mu) \), which occurs at the location \( \mu = \nu/\delta^2 \) and is equal to \( 1 - \nu^2/\delta^2 \), is nonnegative since \( 0 < \nu \leq \delta \). It is now clear from the figure that \( 0 \leq \alpha < 1 \) for \( \mu \in (0, \frac{2\nu}{\delta^2}) \).

\[ \text{Figure 2.3: Plot of the function } \alpha(\mu) = 1 - 2\nu \mu + \mu^2 \delta^2 \text{ given by (2.24). It shows that the function } \alpha(\mu) \text{ assumes values below one in the range } 0 < \mu < \frac{2\nu}{\delta^2}. \]
2.3. Optimization via Gradient Descent

Alternative proof. We can arrive at the same conclusion by using an alternative argument, which may seem to be more demanding at first sight. However, it turns out to be more convenient for scenarios involving optimization by networked agents, as we are going to study in future chapters — see, e.g., the derivation in Sec. 8.4.

We again subtract \(\omega\) from both sides of (2.21) to get

\[
\tilde{\omega}_i = \tilde{\omega}_{i-1} + \mu \nabla_{\omega} J(\tilde{\omega}_{i-1})
\]  

(2.27)

We then appeal to the mean-value relation (D.9) from the appendix to note that

\[
\nabla_{\omega} J(\omega_{i-1}) = -\left( \int_0^1 \nabla^2_{\omega} J(\omega - t\tilde{\omega}_{i-1}) dt \right) \tilde{\omega}_{i-1}
\]

(2.28)

where we are introducing the symmetric time-variant matrix \(H_{i-1}\), which is defined in terms of the Hessian of the cost function:

\[
H_{i-1} \triangleq \int_0^1 \nabla^2_{\omega} J(\omega - t\tilde{\omega}_{i-1}) dt
\]

(2.29)

Substituting (2.28) into (2.27), we get the alternative representation:

\[
\tilde{\omega}_i = (I_M - \mu H_{i-1})\tilde{\omega}_{i-1}
\]

(2.30)

Note that the matrix \(H_{i-1}\) depends on \(\tilde{\omega}_{i-1}\) so that the right-hand side of the above recursion actually depends on \(\tilde{\omega}_{i-1}\) in a nonlinear fashion. However, we can still determine a condition on \(\mu\) for convergence of \(\tilde{\omega}_i\) to zero because we can determine a uniform bound on \(H_{i-1}\) as follows [190]. Using the sub-multiplicative property of norms, we have

\[
\|\tilde{\omega}_i\|^2 \leq \|I_M - \mu H_{i-1}\|^2 \cdot \|\tilde{\omega}_{i-1}\|^2
\]

(2.31)

But since \(J(w)\) satisfies (2.18), we know that

\[
(1 - \mu \delta)I_M \leq I_M - \mu H_{i-1} \leq (1 - \mu \nu)I_M
\]

(2.32)

for all \(i\). Using the fact that \(I_M - \mu H_{i-1}\) is a symmetric matrix, we have that its 2–induced norm is equal to its spectral radius so that

\[
\|I_M - \mu H_{i-1}\|^2 = [\rho(I_M - \mu H_{i-1})]^2
\]

(2.33)

\[
\leq \max\{(1 - \mu \delta)^2, (1 - \mu \nu)^2\}
\]

(2.32)

\[
= \max\{1 - 2\mu \delta + \mu^2 \delta^2, 1 - 2\mu \nu + \mu^2 \nu^2\}
\]

(3)

\[
\leq 1 - 2\mu \nu + \mu^2 \delta^2
\]

(2.32)

\[= \alpha
\]
where we used the fact that \( \delta \geq \nu \) in step (a). Combining this result with (2.31) we again conclude that (2.23) holds and, therefore, condition (2.22) on the step-size ensures \( \tilde{w}_i \to 0 \) as \( i \to \infty \).

Actually, the argument that led to (2.33) can be refined to conclude that convergence of \( \tilde{w}_i \) to zero occurs over the wider interval

\[
\mu < 2/\delta
\]

than (2.22). This is because condition (2.34) already ensures

\[
\max\{(1 - \mu \delta)^2, (1 - \mu \nu)^2\} < 1
\]

We will continue with condition (2.22); it is sufficient for our purposes to know that a small enough step-size value exists that ensures convergence.

\[\square\]

**Example 2.3** (Optimization of mean-square-error costs). Let us reconsider the quadratic cost (2.6) from Example 2.1. We know from (2.19) that \( \delta = 2\lambda_{\max}(R_u) \) and \( \nu = 2\lambda_{\min}(R_u) \). Furthermore, if we set the gradient vector in (2.8) to zero, we conclude that the minimizer, \( w^o \), is given by the unique solution to the equations \( R_u w^o = r_{du} \). We can alternatively determine this same minimizer in an iterative manner by using the gradient descent recursion (2.21). Indeed, if we substitute expression (2.8) for the gradient vector into (2.21), we find that the iterative algorithm reduces to

\[
\tilde{w}_i = \tilde{w}_{i-1} + 2\mu(r_{du} - R_u w_{i-1}), \quad i \geq 0
\]

We know from condition (2.22) that the iterates \( \{w_i\} \) generated by this recursion will converge to \( w^o \) at an exponential rate for any step-size \( \mu < \lambda_{\min}(R_u)/\lambda_{\max}^2(R_u) \). Using condition (2.34) instead, we actually have that convergence of \( w_i \) to \( w^o \) is guaranteed over the wider range of step-size values \( \mu < 1/\lambda_{\max}(R_u) \). This conclusion can also be seen from the fact that, in this case, the matrix \( H_{i-1} \) defined by (2.29) is constant and equal to \( 2R_u \) (i.e., it is independent of \( \tilde{w}_{i-1} \)). In this way, recursion (2.30) becomes

\[
\tilde{w}_i = (I_M - 2\mu R_u)\tilde{w}_{i-1}, \quad i \geq 0
\]

from which it is again clear that \( \tilde{w}_i \) converges to zero for all \( \mu < 1/\lambda_{\max}(R_u) \).

\[\square\]

### 2.4 Decaying Step-Size Sequences

It is also possible to employ in (2.21) iteration-dependent step-size sequences, \( \mu(i) \geq 0 \), instead of the constant step-size \( \mu \), and to require
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\( \mu(i) \) to satisfy the two conditions:

\[
\sum_{i=0}^{\infty} \mu(i) = \infty, \quad \lim_{i \to \infty} \mu(i) = 0 \tag{2.38}
\]

For example, sequences of the form

\[
\mu(i) = \frac{\tau}{i+1}, \quad i \geq 0 \tag{2.39}
\]

satisfy conditions (2.38) for any finite positive constant \( \tau \). It is well-known that, under (2.38), the gradient descent recursion, namely,

\[
w_i = w_{i-1} - \mu(i) \nabla w J(w_{i-1}), \quad i \geq 0 \tag{2.40}
\]

continues to ensure the convergence of \( w_i \) towards \( w^o \), as explained next [32, 190, 243]. However, the convergence rate will now be slower and in the order of \( O(1/i^{2\nu\tau}) \). That is, the convergence rate will not be geometric (or exponential) any longer. For this reason, the constant step-size implementation is preferred. Nevertheless, we will still discuss the decaying step-size case in order to prepare for our future treatment of stochastic gradient algorithms where such step-sizes are more relevant. A second issue with the use of decaying step-sizes is that conditions (2.38) force the step-size sequence to decay to zero; this feature is problematic for scenarios requiring continuous adaptation and learning from streaming data (which will be the main focus of our treatment starting from the next chapter). This is because, in many instances, it is not unusual for the location of the minimizer, \( w^o \), to drift with time. With \( \mu(i) \) decaying towards zero, the gradient descent algorithm (2.40) will stop updating and will not be able to track drifts in the solution.

**Lemma 2.2** (Convergence with decaying step-size sequence: Real case). Assume the cost function, \( J(w) \), satisfies Assumption 2.1. If the step-size sequence \( \mu(i) \) satisfies the two conditions in (2.38), then it holds that for any initial condition, \( w_{-1} \), the gradient descent algorithm (2.40) generates \( \{w_i\} \) that converge to the global minimizer, \( w^o \). Moreover, when the step-size sequence is chosen as in (2.39), then the convergence rate is in the order of \( \|w_i\|^2 = O(1/i^{2\nu\tau}) \) for large enough \( i \).
Proof. We first establish the convergence result for step-size sequences satisfying (2.38). The argument that led to (2.26) will similarly lead to

\[ \|\tilde{w}_i\|^2 \leq \alpha(i) \|\tilde{w}_{i-1}\|^2 \]  \hspace{1cm} (2.41)

where now \( \alpha(i) = 1 - 2\nu\mu(i) + \delta^2\mu^2(i) \). We split \( 2\nu\mu(i) \) into the sum of two factors and write

\[ \alpha(i) = 1 - \nu\mu(i) - \nu\mu(i) + \delta^2\mu^2(i) \]  \hspace{1cm} (2.42)

Now, since \( \mu(i) \to 0 \), we conclude that for large enough \( i > i_o \), the sequence \( \mu^2(i) \) will assume smaller values than \( \mu(i) \). Therefore, a large enough time index, \( i_o \), exists such that the following two conditions are satisfied:

\[ \nu\mu(i) \geq \delta^2\mu^2(i), \hspace{0.5cm} 0 < 1 - \nu\mu(i) \leq 1, \hspace{0.5cm} i > i_o \]  \hspace{1cm} (2.43)

It follows that

\[ \alpha(i) \leq 1 - \nu\mu(i), \hspace{0.5cm} i > i_o \]  \hspace{1cm} (2.44)

and, hence,

\[ \|\tilde{w}_i\|^2 \leq (1 - \nu\mu(i)) \|\tilde{w}_{i-1}\|^2, \hspace{0.5cm} i > i_o \]  \hspace{1cm} (2.45)

Iterating over \( i \) we can write (assuming a finite \( i_o \) exists for which \( \|\tilde{w}_{i_o}\| \neq 0 \), otherwise the algorithm would have converged) [164, 205]:

\[ \lim_{i \to \infty} \left( \frac{\|\tilde{w}_i\|^2}{\|\tilde{w}_{i_o}\|^2} \right) \leq \prod_{i=i_o+1}^{\infty} (1 - \nu\mu(i)) \]  \hspace{1cm} (2.46)

or, equivalently,

\[ \lim_{i \to \infty} \ln \left( \frac{\|\tilde{w}_i\|^2}{\|\tilde{w}_{i_o}\|^2} \right) \leq \sum_{i=i_o+1}^{\infty} \ln (1 - \nu\mu(i)) \]  \hspace{1cm} (2.47)

Now using the following easily verified property for the natural logarithm function:

\[ \ln(1 - y) \leq -y, \hspace{0.5cm} \text{for all } 0 \leq y < 1 \]  \hspace{1cm} (2.48)

and letting \( y = \nu\mu(i) \), we have that

\[ \ln(1 - \nu\mu(i)) \leq -\nu\mu(i), \hspace{0.5cm} i > i_o \]  \hspace{1cm} (2.49)

so that

\[ \sum_{i=i_o+1}^{\infty} \ln(1 - \nu\mu(i)) \leq - \sum_{i=i_o+1}^{\infty} \nu\mu(i) = -\nu \left( \sum_{i=i_o+1}^{\infty} \mu(i) \right) = -\infty \]  \hspace{1cm} (2.50)
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Since the step-size series is assumed to be divergent in (2.38), we conclude that
\[\lim_{i \to \infty} \ln \left( \frac{\| \tilde{w}_i \|^2}{\| \tilde{w}_{i_0} \|^2} \right) = -\infty\] (2.51)

so that \( \tilde{w}_i \to 0 \) as \( i \to \infty \).

We now examine the convergence rate for step-size sequences of the form (2.39). Note first that these sequences satisfy the following two conditions
\[
\sum_{i=0}^{\infty} \mu(i) = \infty, \quad \sum_{i=0}^{\infty} \mu^2(i) = \frac{\tau^2}{\pi^2} \left( \sum_{i=1}^{\infty} \frac{1}{i^2} \right) = \frac{\tau^2 \pi^2}{6} < \infty
\] (2.52)

Again, since \( \mu(i) \to 0 \) and \( \mu^2(i) \) decays faster than \( \mu(i) \), we know that for some large enough \( i > i_1 \), it will hold that
\[2\nu \mu(i) \geq \delta^2 \mu^2(i)\] (2.53)

and, hence,
\[0 < \alpha(i) \leq 1, \quad i > i_1\] (2.54)

We can now repeat the same steps up to (2.51) using \( y = 2\nu \mu(i') - \delta^2 \mu^2(i') \) to conclude that
\[
\ln \left( \frac{\| \tilde{w}_i \|^2}{\| \tilde{w}_{i_1} \|^2} \right) \leq \sum_{i'=i_1+1}^{i} \ln \left( 1 - 2\nu \mu(i') + \delta^2 \mu^2(i') \right)
\]
\[
\leq - \sum_{i'=i_1+1}^{i} \left[ 2\nu \mu(i') - \delta^2 \mu^2(i') \right]
\]
\[
= -2\nu \left( \sum_{i'=i_1+1}^{i} \mu(i') \right) + \delta^2 \left( \sum_{i'=i_1+1}^{i} \mu^2(i') \right)
\]
\[
\leq -2\nu \left( \sum_{i'=i_1+1}^{i} \mu(i') \right) + \frac{\delta^2 \tau^2 \pi^2}{6}
\]
\[
= -2\nu \tau \left( \sum_{i'=i_1+2}^{i+1} \frac{1}{x} \right) + \frac{\delta^2 \tau^2 \pi^2}{6}
\]
\[
\leq -2\nu \tau \left( \int_{i_1+2}^{i+2} \frac{1}{x} \, dx \right) + \frac{\delta^2 \tau^2 \pi^2}{6}
\]
\[
= 2\nu \tau \ln \left( \frac{i_1 + 2}{i + 2} \right) + \frac{\delta^2 \tau^2 \pi^2}{6}
\]
\[
= \ln \left( \frac{i_1 + 2}{i + 2} \right) ^{2\nu \tau} + \frac{\delta^2 \tau^2 \pi^2}{6}\] (2.55)
where in step (a) we used the following integral bound, which reflects the fact that the area under the curve \( f(x) = \frac{1}{x} \) over the interval \( x \in [i_1 + 2, i + 2] \) is upper bounded by the sum of the areas of the rectangles shown in Figure 2.4:

\[
\int_{i_1 + 2}^{i + 2} \frac{1}{x} \, dx \leq \sum_{i' = i_1 + 2}^{i + 1} \frac{1}{i'}^\nu \tag{2.56}
\]

Figure 2.4: The area under the curve \( f(x) = \frac{1}{x} \) over the interval \( x \in [i_1 + 2, i + 2] \) is upper bounded by the sum of the areas of the rectangles shown in the figure.

We therefore conclude from (2.55) that

\[
\|\tilde{w}_i\|^2 \leq \left( e^{\frac{\ln(\frac{i_1 + 2}{i + 2})^{2\nu \tau} + i^2 \cdot i + 2}} \right) \|\tilde{w}_{i_1}\|^2, \quad i > i_1
\]

\[
= e^{\frac{i^2 \cdot i + 2}{i + 2}} \cdot \|\tilde{w}_{i_1}\|^2 \cdot \left( \frac{i_1 + 2}{i + 2} \right)^{2\nu \tau}
\]

\[
= O\left(1/i^{2\nu \tau}\right) \tag{2.57}
\]

as claimed.
2.5 Optimization in the Complex Domain

We now extend the results of the previous two sections to the case in which the argument $w \in \mathbb{C}^M$ is complex-valued while $J(w) \in \mathbb{R}$ continues to be real-valued. We again focus on the case of strongly-convex functions, $J(w)$, for which the minimizer, $w^\circ$, is unique. It is explained in (C.44) in the appendix that, in the complex case, condition (2.14) is replaced by

$$J(w) \text{ is } \nu-\text{strongly convex} \iff \nabla^2_w J(w) \geq \frac{\nu}{2} I_{2M} > 0 \quad (2.58)$$

with a factor of $\frac{1}{2}$ multiplying $\nu$, and with $I_M$ replaced by $I_{2M}$ since the Hessian matrix is now $2M \times 2M$. Note that we can capture conditions (2.14) and (2.58) simultaneously in a single statement for both cases of real or complex-valued arguments by writing

$$J(w) \text{ is } \nu-\text{strongly convex} \iff \nabla^2_w J(w) \geq \frac{\nu}{h} I_{hM} > 0 \quad (2.59)$$

where the variable $h$ is an integer that denotes the type of the data:

$$h \triangleq \begin{cases} 
1, & \text{when } w \text{ is real} \\
2, & \text{when } w \text{ is complex} 
\end{cases} \quad (2.60)$$

Observe that $h$ appears in two locations in (2.59); in the denominator of $\nu$ and in the subscript indicating the size of the identity matrix. We shall frequently employ the data-type variable, $h$, throughout our presentation, and especially in future chapters, in order to permit a uniform treatment of the various algorithms regardless of the type of the data.

Likewise, the Lipschitz condition (2.17) is replaced by

$$\|\nabla_w J(w_2) - \nabla_w J(w_1)\| \leq \frac{\delta}{h} \|w_2 - w_1\| \quad (2.61)$$

for all $w_1, w_2$, where again a factor of $h = 2$ would appear on the right-hand-side in the complex case. It follows from the result of Lemma E.7 in the appendix that for twice-differentiable costs, conditions (2.59) and (2.61) combined are equivalent to

$$0 < \frac{\nu}{h} I_{hM} \leq \nabla^2_w J(w) \leq \frac{\delta}{h} I_{hM} \quad (2.62)$$
We therefore assume that the cost function $J(w)$ is twice-differentiable and satisfies (2.62) for some positive parameters $\nu \leq \delta$.

Example 2.4 (Complex Hessian matrices). Let us reconsider the context of Example 2.1 with complex data. Let $d$ be a scalar zero-mean random variable with variance $\sigma_d^2 = \mathbb{E}|d|^2$ and let $u$ be a $1 \times M$ zero-mean random vector with covariance matrix $R_u = \mathbb{E}uu^* \succ 0$. The cross-correlation vector between $d$ and $u$ is denoted by $r_{du} = \mathbb{E}du^*$. The mean-square-error cost function is now defined as

$$J_k(w) \triangleq \mathbb{E}|d - uw|^2 = \sigma_d^2 - (r_{du})^*w - w^*r_{du} + w^*R_uw \quad (2.63)$$

The complex gradient vectors of $J(w)$ relative to $w$ and $w^*$ are given by — see Example A.3 in the appendix:

$$\nabla_w J(w) = (R_u w - r_{du})^*, \quad \nabla_{w^*} J(w) = R_u w - r_{du} \quad (2.64)$$

and the $2M \times 2M$ Hessian matrix of $J(w)$ can be verified to be block diagonal in this case and given by — see (B.36) in the appendix:

$$\nabla^2_w J(w) = \begin{bmatrix} R_u & 0 \\ 0 & R_u^T \end{bmatrix} \quad (2.65)$$

It is instructive to compare expressions (2.64) and (2.65) with (2.8) in the real case.

In the complex case, the gradient descent algorithm (2.21) is replaced by

$$w_i = w_{i-1} - \mu \nabla_{w^*} J(w_{i-1}), \quad i \geq 0 \quad (2.66)$$

in terms of the complex gradient vector relative to $w^*$. Since $J(w)$ is real-valued, it holds that

$$\nabla_{w^*} J(w_{i-1}) = [\nabla_w J(w_{i-1})]^\ast \quad (2.67)$$

Comparing with (2.21) we see that transposition of the gradient vector is replaced by complex conjugation. The above recursion can be motivated from (2.21) as follows. We express the complex variable $w$ in terms of its real and imaginary components as

$$w = x + jy \quad (2.68)$$
We then treat $J(w)$ as the function $J(v)$ of the $2M \times 1$ extended real variable:

$$v = \text{col}\{x,y\}$$  \hspace{1cm} (2.69)

and consider instead the equivalent optimization problem

$$\min_{v \in \mathbb{R}^{2M}} J(v)$$  \hspace{1cm} (2.70)

We already know from (2.21) that the gradient descent recursion for minimizing $J(v)$ over $v$, using the step-size $\mu' = \mu/2$, has the form:

$$v_i = v_{i-1} - \frac{1}{2} \mu \nabla v^T J(v_{i-1}), \hspace{0.5cm} i \geq 0$$  \hspace{1cm} (2.71)

The reason for introducing the factor of $1/2$ into $\mu'$ will become clear soon. We can rewrite the above recursion in terms of the components of $v_i = \text{col}\{x_i, y_i\}$ as follows:

$$\begin{bmatrix} x_i \\ y_i \end{bmatrix} = \begin{bmatrix} x_{i-1} \\ y_{i-1} \end{bmatrix} - \frac{1}{2} \mu \begin{bmatrix} \nabla x^T J(x_{i-1}, y_{i-1}) \\ \nabla y^T J(x_{i-1}, y_{i-1}) \end{bmatrix}$$  \hspace{1cm} (2.72)

where we used relation (C.29) from the appendix to express the gradient vector of $J(v)$ in terms of the gradients of the same function $J(x,y)$ relative to $x$ and $y$.

Now, if we multiply the second block row of (2.72) by $j I_M$, add both block rows, and use $w_i = x_i + j y_i$, we can rewrite (2.72) in terms of the complex variables $\{w_i, w_{i-1}\}$:

$$w_i = w_{i-1} - \frac{1}{2} \mu \begin{bmatrix} \nabla x^T J(x_{i-1}, y_{i-1}) + j \nabla y^T J(x_{i-1}, y_{i-1}) \end{bmatrix}$$

$$= w_{i-1} - \mu \nabla w^* J(w_{i-1})$$  \hspace{1cm} (2.73)

The second relation above agrees with the claimed form (2.66); it is seen that the factor of $1/2$ is used in transforming the combination of gradient vectors relative to $x$ and $y$ into the gradient vector relative to $w$. The next statement establishes the convergence of (2.66); in the statement, we employ the data-type variable, $h$, so that the conclusion encompasses both the real and complex-valued domains.
Lemma 2.3 (Convergence with constant step-size: Complex case). Assume the cost function $J(w)$ satisfies (2.62). If the step-size $\mu$ is chosen to satisfy

$$\frac{\mu}{h} < \frac{2\nu}{\delta^2}$$

(2.74)

then, it holds that for any initial condition, $w_{-1}$, the gradient descent algorithm (2.66) generates iterates that converge exponentially fast to the global minimizer, $w^*$, i.e., it holds that

$$\|\tilde{w}_i\|^2 \leq \alpha^i \|\tilde{w}_{i-1}\|^2$$

(2.75)

where the real scalar $\alpha$ satisfies $0 \leq \alpha < 1$ and is given by

$$\alpha = 1 - 2\nu\left(\frac{\mu}{h}\right) + \delta^2\left(\frac{\mu}{h}\right)^2$$

(2.76)

Proof. We are only interested in establishing the above results in the complex case, which corresponds to $h = 2$, since we already established these same conclusions for the real case in Lemma 2.1. Rather than establish the claims by working directly with recursion (2.66) in the complex domain, we instead reduce the problem to one that deals with the equivalent function $J(v)$ of the extended real variable $v = \text{col}\{x, y\}$ and then apply the result of Lemma 2.1.

To begin with, we already know from (E.39) in the appendix that if $J(w)$ is $\nu$-strongly convex, then $J(v)$ is $\nu$-strongly convex as well. We also know from (E.22) and (E.56) in the same appendix that the gradient vector function of $J(v)$ is Lipschitz with factor $\delta$ when the gradient vector function of $J(w)$ is Lipschitz with factor $\delta/2$. We further know from (2.71)–(2.73) that a gradient descent recursion in the $w$-domain (as in (2.73)) is equivalent to a gradient descent recursion in the $v$-domain (as in (2.71)) if we use $\mu' = \mu/2$:

$$v_i = v_{i-1} - \mu' \nabla_v J(v_{i-1}), \quad i \geq 0$$

(2.77)

Lemma 2.1 then guarantees that the real-valued iterates $\{v_i\}$ will converge to $v^*$ when $\mu' < 2\nu/\delta^2$. Consequently, the gradient descent algorithm (2.66) will converge for $\mu < 4\nu/\delta^2$, which is condition (2.74) with $h = 2$ in the complex case. We note that from the argument that led to (2.34) we can conclude that convergence actually occurs over the wider interval $\mu' < 2/\delta$ or, equivalently, $\mu/h < 2/\delta$. Either way, we find that relation (2.75) holds by noting that $\|\tilde{w}_i\|^2 = \|\tilde{v}_i\|^2$ and using the result from Lemma 2.1 to conclude that

$$\|\tilde{v}_i\|^2 \leq \alpha^i \|\tilde{v}_{i-1}\|^2$$

(2.78)
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where \( \tilde{v}_i = v^0 - v_i \) and

\[
\alpha = 1 - 2\mu'\nu + (\mu')^2 \delta^2 \tag{2.79}
\]

We can also study gradient descent recursions with decaying step-size sequences satisfying (2.38), namely,

\[
w_i = w_{i-1} - \mu(i) \nabla w^* J(w_{i-1}), \quad i \geq 0 \tag{2.80}
\]

Lemma 2.4 (Convergence with decaying step-size: Complex case). Assume the cost function \( J(w) \) satisfies (2.62). If the step-size sequence \( \mu(i) \) satisfies (2.38), then it holds that for any initial condition, \( w_{-1} \), the gradient descent algorithm (2.80) generates iterates \( \{w_i\} \) that converge to the global minimizer, \( w^0 \). Moreover, when the step-size sequence is chosen as in (2.39), then the convergence rate is in the order of \( \|w_i\|^2 = O(1/i^{(2\nu\tau/h)}) \) for large enough \( i \).

Proof. We apply Lemma 2.2 to the following recursion in the \( v \)-domain:

\[
v_i = v_{i-1} - \mu'(i) \nabla v^* J(v_{i-1}), \quad i \geq 0 \tag{2.81}
\]

where \( \mu'(i) = \mu(i)/2 \). \( \Box \)
The gradient descent algorithm (2.21) of the previous chapter requires knowledge of the exact gradient vector of the cost function that is being minimized. In the context of adaptation and learning, this information is rarely available beforehand and needs to be approximated. This step is generally achieved by replacing the true gradient by an approximate gradient, thus leading to stochastic gradient algorithms. Important challenges and new features arise when the gradient vector is approximated. For instance, the gradient error that is caused by the approximation (and which we shall call gradient noise) ends up interfering with the operation of the algorithm. It therefore becomes important to assess how much degradation in performance occurs. At the same time, the stochastic approximation step infuses a powerful tracking mechanism into the operation of the gradient descent algorithm; it becomes able to track drifts in the location of the minimizer due to changes in the underlying signal statistics or models. This is because stochastic gradient implementations approximate the gradient vector from streaming data. By doing so, and by relying on actual data realizations, the drifts in the signal models become reflected in the data and they influence the operation of the algorithm in real-time.
3.1 Adaptation and Learning

In order to illustrate the main concepts in these introductory chapters, we treat again the real case first and subsequently extend the results to the complex domain.

Thus, let $J(w) \in \mathbb{R}$ denote the real-valued cost function of a real-valued vector argument, $w \in \mathbb{R}^M$ and consider the same optimization problem (3.1):

$$w^o = \arg \min_w J(w)$$

We continue to assume that $J(w)$ is twice-differentiable and satisfies (3.2) for some positive parameters $\nu \leq \delta$, namely,

$$0 < \nu I_M \leq \nabla_w^2 J(w) \leq \delta I_M$$

Assumption 3.1 (Conditions on cost function). The cost function $J(w)$ is twice-differentiable and satisfies (3.2) for some positive parameters $\nu \leq \delta$. Condition (3.2) is equivalent to requiring $J(w)$ to be $\nu$–strongly convex and for its gradient vector to be $\delta$–Lipschitz as in (2.14) and (2.17), respectively.

We mentioned in the previous chapter that it is common in adaptation and learning applications for the risk function $J(w)$ to be constructed as the expectation of some loss function, $Q(w; x)$, say,

$$J(w) = \mathbb{E} Q(w; x)$$

where the expectation is evaluated over the distribution of $x$. The traditional gradient-descent algorithm for solving (3.1) was described earlier by (2.21), and we repeat it below for ease of reference:

$$w_i = w_{i-1} - \mu \nabla_{w^\tau} J(w_{i-1}), \quad i \geq 0$$

where $i \geq 0$ is an iteration index and $\mu > 0$ is a small step-size parameter. In order to run this recursion, we need to have access to the true gradient vector, $\nabla_{w^\tau} J(w_{i-1})$. This information is generally unavailable in most instances involving learning from data. For example, when cost functions are defined as the expectations of certain loss functions
as in (3.3), the statistical distribution of the data \( \mathbf{x} \) may not be known beforehand. In that case, the exact form of \( J(w) \) will not be known since the expectation of \( Q(w; \mathbf{x}) \) cannot be computed. In such situations, it is necessary to replace the true gradient vector, \( \nabla_w J(w_{i-1}) \), by an instantaneous approximation for it, and which we shall denote by \( \hat{\nabla}_w J(w_{i-1}) \). Doing so leads to the following stochastic-gradient recursion in lieu of (3.4):

\[
\mathbf{w}_i = \mathbf{w}_{i-1} - \mu \hat{\nabla}_w J(w_{i-1}), \quad i \geq 0
\] (3.5)

Note that we are using the \textbf{boldface} notation, \( \mathbf{w}_i \), for the iterates in (3.5) to highlight the fact that these iterates are randomly perturbed versions of the values \( \{w_i\} \) generated by the original recursion (3.4). The random perturbations arise from the use of the approximate gradient vector; different data realizations lead to different realizations for the approximate gradients. The boldface notation is therefore meant to emphasize the random nature of the iterates in (3.5).

Stochastic gradient algorithms are among the most successful iterative techniques for the solution of adaptation and learning problems by stand-alone single agents [190, 207, 243]. We will be using the term “learning” to refer broadly to the ability of an agent to extract information about some unknown parameter from streaming data, such as estimating the parameter itself or learning about some of its features. We will be using the term “adaptation” to refer broadly to the ability of the learning algorithm to track drifts in the parameter. The two attributes of learning and adaptation will be embedded simultaneously into the algorithms discussed in this work. We will also be using the term “streaming data” regularly because we are interested in algorithms that perform continuous learning and adaptation and that, therefore, are able to improve their performance in response to continuous streams of data arriving at the agent. This is in contrast to off-line algorithms, where the data are first aggregated before being processed for extraction of information.

We illustrate construction (3.5) by considering a scenario from classical adaptive filter theory [107, 206, 262], where the gradient vector is approximated directly from data realizations. The construction will reveal why stochastic-gradient implementations of the form (3.5), us-
ing approximate rather than exact gradient information, are naturally endowed with the ability to respond to streaming data.

**Example 3.1 (LMS adaptation).** Let \( d(i) \) denote a streaming sequence of zero-mean random variables with variance \( \sigma_d^2 = \mathbb{E} d^2(i) \). Let \( u_i \) denote a streaming sequence of \( 1 \times M \) independent zero-mean random vectors with covariance matrix \( R_u = \mathbb{E} u_i^T u_i > 0 \). Both processes \( \{d(i), u_i\} \) are assumed to be jointly wide-sense stationary. The cross-covariance vector between \( d(i) \) and \( u_i \) is denoted by \( r_{du} = \mathbb{E} d(i) u_i^T \). The data \( \{d(i), u_i\} \) are assumed to be related via a linear regression model of the form:

\[
d(i) = u_i w^o + v(i)
\]

for some unknown parameter vector \( w^o \), and where \( v(i) \) is a zero-mean white-noise process with power \( \sigma_v^2 = \mathbb{E} v^2(i) \) and assumed independent of \( u_j \) for all \( i, j \). Observe that we are using parentheses to represent the time-dependency of a scalar variable, such as writing \( d(i) \), and subscripts to represent the time-dependency of a vector variable, such as writing \( u_i \). This convention will be used throughout this work. In a manner similar to Example 2.1, we again pose the problem of estimating \( w^o \) by minimizing the mean-square error cost

\[
J(w) = \mathbb{E} (d(i) - u_i w)^2 = \mathbb{E} Q(w; x_i)
\]

where the quantities \( \{d(i), u_i\} \) represent the random data \( x_i \) in the definition of the loss function, \( Q(w; x_i) \). Using (3.4), the gradient-descent recursion in this case will take the form:

\[
w_i = w_{i-1} - 2\mu [R_u w_{i-1} - r_{du}], \quad i \geq 0
\]

The main difficulty in running this recursion is that it requires knowledge of the moments \( \{r_{du}, R_u\} \). This information is rarely available beforehand: the adaptive agent senses instead realizations \( \{d(i), u_i\} \) whose statistical distributions have moments \( \{r_{du}, R_u\} \). The agent can therefore use these realizations to approximate the moments and the true gradient vector. There are many constructions that can be used for this purpose, with different constructions leading to different adaptive algorithms [107, 205, 206, 262]. It is sufficient to illustrate the construction by focusing on one of the most popular adaptive algorithms, which results from using the data \( \{d(i), u_i\} \) to compute instantaneous approximations for the unavailable moments at every time instant as follows:

\[
r_{du} \approx d(i) u_i^T, \quad R_u \approx u_i^T u_i
\]

By doing so, the true gradient vector is approximated by:

\[
\nabla_w J(w) = 2 \left[ u_i^T u_i w - u_i^T d(i) \right] = \nabla_w \tilde{J} (w; x_i)
\]
Observe that this construction amounts to replacing the true gradient vector,
\( \nabla_w J(w) \), by the gradient vector of the instantaneous loss function itself
(which, equivalently, amounts to dropping the expectation operator):

\[
\nabla_w J(w) = \nabla_w \mathbb{E} Q(w; x_i) \quad (3.11)
\]

\[
\nabla_w J(w) = \nabla_w Q(w; x_i) \quad (3.12)
\]

Substituting (3.10) into (3.8) leads to the well-known least-mean-squares
(LMS, for short) algorithm [107, 206, 262]:

\[
w_i = w_{i-1} + 2 \mu u_i^T [d(i) - u_i w_{i-1}], \quad i \geq 0 \quad (3.13)
\]

The LMS algorithm is therefore a stochastic-gradient algorithm. By relying
directly on the instantaneous data \( \{d(i), u_i\} \), the algorithm is infused with
useful tracking abilities. This is because drifts in the model \( w^o \) from (3.6) will
be reflected in the data \( \{d(i), u_i\} \), which are used directly in (3.13).

Example 3.2 (Logistic learner). Let us reconsider the setting of Example 2.2,
which dealt with logistic risk functions. Let \( \gamma(i) \) be a streaming sequence of
binary random variables that assume the values \( \pm 1 \),
and let \( h_i \) be a streaming sequence of \( M \times 1 \) real random (feature) vectors with
\( R_h = \mathbb{E} h_i h_i^T > 0 \). We assume the random processes \( \{\gamma(i), h_i\} \) are wide-sense stationary. The
objective is to seek the vector \( w \) that minimizes the following risk function:

\[
J(w) \Delta \equiv \frac{\rho}{2} \|w\|^2 + \mathbb{E} \left\{ \ln \left( 1 + e^{-\gamma(i) h_i^T w} \right) \right\} \quad (3.14)
\]

The loss function that is associated with \( J(w) \) is

\[
Q(w; \gamma(i), h_i) \Delta \equiv \frac{\rho}{2} \|w\|^2 + \ln \left( 1 + e^{-\gamma(i) h_i^T w} \right) \equiv Q(w; x_i) \quad (3.15)
\]

and the stochastic gradient algorithm for minimizing \( J(w) \) then takes the form:

\[
w_i = (1 - \mu \rho) w_{i-1} + \mu \gamma(i) h_i \left( \frac{1}{1 + e^{\gamma(i) h_i^T w_{i-1}}} \right), \quad i \geq 0 \quad (3.16)
\]

The idea of using sample realizations to approximate actual expectations, as was the case with steps (3.9) and (3.12), is at the core of what
is known as stochastic approximation theory. According to [206, 243],
the pioneering work in the field of stochastic approximation is that of
3.2 Gradient Noise Process

[200], which is a variation of a scheme developed about two decades earlier in [255]. The work by [200] dealt primarily with scalar weights \( w \) and was extended by [40, 217] to weight vectors — see [258]. During the 1950s, stochastic approximation theory did not receive much attention in the engineering community until the landmark work by [260], in which the authors developed the real form of the LMS algorithm (3.13), which has since then found remarkable success in a wide range of applications.

3.2 Gradient Noise Process

Now, the use of an approximate gradient vector in (3.5) introduces perturbations relative to the operation of the original recursion (3.4). We refer to the perturbation as gradient noise and define it as the difference:

\[
s_i(w_{i-1}) = \nabla w^T J(w_{i-1}) - \nabla w^T J(w_{i-1})
\]

which can also be written as

\[
s_i(w_{i-1}) = \nabla w^T Q(w_{i-1}; x_i) - \nabla w^T E Q(w_{i-1}; x_i)
\]

for cost functions of the form (3.3) and where, as in cases (3.7) and (3.15), the \( \{x_i\} \) represent the data.

The presence of the noise perturbation, \( s_i(w_{i-1}) \), prevents the stochastic iterate, \( w_i \), from converging to the minimizer \( w^o \) when constant step-sizes are used. Some deterioration in performance occurs since the iterate \( w_i \) will instead fluctuate close to \( w^o \) in the steady-state regime. We will assess the size of these fluctuations in the next chapter. Here, we argue that they are bounded and that their mean-square-error is in the order of \( O(\mu) \) — see (3.39). The next example from [66] illustrates the nature of the gradient noise process (3.17) in the context of mean-square-error adaptation.

**Example 3.3 (Gradient noise).** It is clear from the expressions in Examples 2.3 and 3.1 that the corresponding gradient noise process is given by:

\[
s_i(w_{i-1}) = \nabla w^T J(w_{i-1}) - \nabla w^T J(w_{i-1})
\]

\[
= 2(u_i^T u_i) w_{i-1} - 2u_i^T [u_i w^o + v(i)] - 2R_u w_{i-1} + 2R_u w^o
\]

\[
= 2(R_u - u_i^T u_i) \bar{w}_{i-1} - 2u_i^T v(i)
\]

(3.19)
where we introduced the error vector, \( \tilde{w}_i = w^o - w_i \), and used the relations \( d(i) = u_i w^o + v(i) \) and \( R_a w^o = r_{du} \). Let the symbol \( \mathcal{F}_{i-1} \) represent the collection of all possible random events generated by the past iterates \( \{w_j\} \) up to time \( j \leq i - 1 \). Formally, \( \mathcal{F}_{i-1} \) is the filtration generated by the random process \( w_j \) for \( j \leq i - 1 \) (i.e., \( \mathcal{F}_{i-1} \) represents the information that is available about the random process \( w_j \) up to time \( i - 1 \)): \[ \mathcal{F}_{i-1} \triangleq \text{filtration } \{w_1, w_o, w_1, \ldots, w_{i-1}\} \] (3.20)

It follows from the conditions on the random processes \( \{u_i, v(i)\} \) in Example 3.1 that

\[
E \left[ s_i(w_{i-1}) \middle| \mathcal{F}_{i-1} \right] = 2(R_a - E u_i^T u_i)\tilde{w}_{i-1} - 2E u_i^T v(i) = 2(R_a - R_a)\tilde{w}_{i-1} - 2(E u_i^T) (E v(i)) = 0
\] (3.21)

and

\[
E \left[ \|s_i(w_{i-1})\|^2 \middle| \mathcal{F}_{i-1} \right] \leq 4c\|\tilde{w}_{i-1}\|^2 + 4\sigma_v^2 \text{Tr}(R_a)
\] (3.22)

where the constant \( c \) is given by

\[
c \triangleq E \|R_a - u_i^T u_i\|^2
\] (3.23)

If we take expectations of both sides of (3.22), we further conclude that

\[
E \|s_i(w_{i-1})\|^2 \leq 4cE\|\tilde{w}_{i-1}\|^2 + 4\sigma_v^2 \text{Tr}(R_a)
\] (3.24)

so that the variance of the gradient noise, \( E \|s_i(w_{i-1})\|^2 \), is bounded by the combination of two factors. The first factor depends on the quality of the iterate, \( E\|\tilde{w}_{i-1}\|^2 \), while the second factor depends on \( \sigma_v^2 \). Therefore, even if the adaptive agent is able to approach \( w^o \) with great fidelity so that \( E\|\tilde{w}_{i-1}\|^2 \) is small, the size of the gradient noise will still depend on \( \sigma_v^2 \).

In order to examine the convergence and performance properties of the stochastic-gradient recursion (3.5), it is necessary to introduce some assumptions on the stochastic nature of the gradient noise process (3.17), whose definition we rewrite more generally as follows for arbitrary vectors \( w \in \mathcal{F}_{i-1} \):

\[
s_i(w) \triangleq \tilde{\nabla}_{w^T} J(w) - \nabla_{w^T} J(w)
\] (3.25)
3.2. Gradient Noise Process

The conditions that we state below are similar to conditions used earlier in the optimization literature, e.g., in [190, pp. 95–102] and [33, p. 635]; they are also motivated by the conditions we observed in the mean-square-error case in Example 3.3. Following the developments in [66, 70, 277], we assume the gradient noise process satisfies the following conditions.

**Assumption 3.2** (Conditions on gradient noise). It is assumed that the first and second-order conditional moments of the gradient noise process satisfy the following conditions for any \( w \in \mathcal{F}_{i-1} \):

\[
\mathbb{E} \left[ s_i(w) \mid \mathcal{F}_{i-1} \right] = 0 \quad (3.26)
\]
\[
\mathbb{E} \left[ \| s_i(w) \|^2 \mid \mathcal{F}_{i-1} \right] \leq \beta^2 \| w \|^2 + \sigma^2_s \quad (3.27)
\]

almost surely, for some nonnegative scalars \( \beta^2 \) and \( \sigma^2_s \).

Condition (3.26) ensures that the construction of the approximate gradient vector is unbiased. Moreover, using the second condition (3.27), we deduce for any \( w_{i-1} \in \mathcal{F}_{i-1} \) that

\[
\mathbb{E} \left[ \| s_i(w_{i-1}) \|^2 \mid \mathcal{F}_{i-1} \right] \leq \beta^2 \| w_{i-1} \|^2 + \sigma^2_s (3.28)
\]

where in step (a) we added and subtracted the global minimizer, \( \omega \), and in step (b) we used the inequality \( \| x + y \|^2 \leq 2 \| x \|^2 + 2 \| y \|^2 \) for any vectors \( x \) and \( y \), and in step (c) we introduced the nonnegative scalars:

\[
\beta^2 \triangleq 2 \beta^2 \quad (3.29)
\]
\[
\sigma^2_s \triangleq 2 \beta^2 \| \omega \|^2 + \sigma^2_s \quad (3.30)
\]

In other words, we conclude from conditions (3.26)–(3.27) that the following conditions also hold:

\[
\mathbb{E} \left[ s_i(w_{i-1}) \mid \mathcal{F}_{i-1} \right] = 0 \quad (3.31)
\]
\[
\mathbb{E} \left[ \| s_i(w_{i-1}) \|^2 \mid \mathcal{F}_{i-1} \right] \leq \beta^2 \| \tilde{w}_{i-1} \|^2 + \sigma^2_s \quad (3.32)
\]
in terms of the error vector, $\tilde{w}_{i-1} = w^o - w_{i-1}$, and for some nonnegative scalars $\beta^2 \geq 0$ and $\sigma_s^2 \geq 0$. We shall use these conditions more frequently in lieu of (3.26)–(3.27). We could have required these conditions directly in the statement of Assumption 3.2. We instead opted to state conditions (3.26)–(3.27) in that manner, in terms of a generic $w \in \mathcal{F}_{i-1}$ rather than $\tilde{w}_{i-1}$, so that the upper bound in (3.27) is independent of the unknown $w^o$.

By further taking expectations of the relations (3.31)–(3.32), we conclude that the gradient noise process also satisfies:

\begin{align}
\mathbb{E} s_i(w_{i-1}) &= 0 \quad (3.33) \\
\mathbb{E} \|s_i(w_{i-1})\|^2 &\leq \beta^2 \mathbb{E} \|\tilde{w}_{i-1}\|^2 + \sigma_s^2 \quad (3.34)
\end{align}

It is straightforward to verify that the gradient noise process (3.19) in the mean-square-error case satisfies conditions (3.31)–(3.32). Note in particular from (3.24) that we can make the identifications

\[ \sigma_s^2 \rightarrow 4\sigma_v^2 \text{Tr}(R_u), \quad \beta^2 \rightarrow 4c \quad (3.35) \]

### 3.3 Stability of Second-Order Error Moment

We can now examine the convergence of the stochastic-gradient recursion (3.5) in the mean-square-error sense. Result (3.39) below is stated in terms of the limit superior of the error variance sequence, $\mathbb{E} \|\tilde{w}_i\|^2$. We recall that the limit superior of a sequence essentially corresponds to the smallest upper bound for the limiting behavior of that sequence; this concept is particularly useful when the sequence is not necessarily convergent but tends towards a small bounded region [89, 144, 202]. One such situation is illustrated schematically in Figure 3.1 for the sequence $\mathbb{E} \|\tilde{w}_i\|^2$. If the sequence happens to be convergent, then the limit superior will coincide with its regular limiting value.

**Lemma 3.1** (Mean-square-error stability: Real case). Assume the conditions under Assumptions 3.1 and 3.2 on the cost function and the gradient noise process hold, and consider the nonnegative scalars $\{\beta^2, \sigma_s^2\}$ defined by (3.29)–(3.30). For any step-size value, $\mu$, satisfying:
3.3. Stability of Second-Order Error Moment

\[ \mu < \frac{2\nu}{\delta^2 + \beta^2} \]  

(3.36)

It holds that \( \mathbb{E}\|\tilde{w}_i\|^2 \) converges exponentially (i.e., at a geometric rate) according to the recursion

\[ \mathbb{E}\|\tilde{w}_i\|^2 \leq \alpha \mathbb{E}\|\tilde{w}_{i-1}\|^2 + \mu^2 \sigma_s^2 \]  

(3.37)

where the scalar \( \alpha \) satisfies \( 0 \leq \alpha < 1 \) and is given by

\[ \alpha = 1 - 2\nu \mu + (\delta^2 + \beta^2)\mu^2 \]  

(3.38)

It follows from (3.37) that, for sufficiently small step-sizes:

\[ \limsup_{i \to \infty} \mathbb{E}\|\tilde{w}_i\|^2 = O(\mu) \]  

(3.39)

Proof. While the result can be established in other ways, we follow the alternative route suggested in the proof of the earlier Lemma 2.1 since this argument is more convenient for extensions to the case of networked agents [66, 69, 70, 277]. We subtract \( w^o \) from both sides of (3.5) and use (3.17) to get

\[ \tilde{w}_i = \tilde{w}_{i-1} + \mu \nabla_w J(w_{i-1}) + \mu s_i(w_{i-1}) \]  

(3.40)

We now appeal to the mean-value relation (D.9) from the appendix to write [190]:

\[ \nabla_w J(w_{i-1}) = -\left( \int_0^1 \nabla^2_w J(w^o - t\tilde{w}_{i-1})dt \right) \tilde{w}_{i-1} \]

\[ \Delta \equiv -H_{i-1} \tilde{w}_{i-1} \]  

(3.41)

where we are introducing the symmetric and random time-variant matrix \( H_{i-1} \) to represent the integral expression. Substituting into (3.40), we get

\[ \tilde{w}_i = (I_M - \mu H_{i-1})\tilde{w}_{i-1} + \mu s_i(w_{i-1}) \]  

(3.42)

so that

\[ \mathbb{E}\left[\|\tilde{w}_i\|^2 | \mathcal{F}_{i-1}\right] \leq \|I_M - \mu H_{i-1}\|^2 \|\tilde{w}_{i-1}\|^2 + \mu^2 \mathbb{E}\left[\|s_i(w_{i-1})\|^2 | \mathcal{F}_{i-1}\right] \]

\[ \leq \|I_M - \mu H_{i-1}\|^2 \|\tilde{w}_{i-1}\|^2 + \mu^2 \left( \beta^2 \|\tilde{w}_{i-1}\|^2 + \sigma_s^2 \right) \]  

(3.43)
Using an argument similar to (2.33) we have
\[
\|I_M - \mu H_{i-1}\|^2 = [\rho(I_M - \mu H_{i-1})]^2
\leq \max\{(1 - \mu \delta)^2, (1 - \mu \nu)^2\}
\leq 1 - 2\mu \nu + \mu^2 \delta^2
\] (3.44)
since \(\nu \leq \delta\). Substituting into (3.43) and using the definition (3.38) we obtain
\[
E \|\tilde{w}_i\|^2 |\mathcal{F}_{i-1}| \leq \alpha \|\tilde{w}_{i-1}\|^2 + \mu^2 \sigma_s^2
\] (3.45)
Taking expectations of both sides of this inequality we arrive at (3.37). The bound (3.36) on the step-size ensures that \(0 \leq \alpha < 1\). Iterating recursion (3.37) gives
\[
E \|\tilde{w}_i\|^2 \leq \alpha^{i+1} E \|\tilde{w}_{i-1}\|^2 + \frac{\mu^2 \sigma_s^2}{1 - \alpha}
\] (3.46)
which proves that \(E \|\tilde{w}_i\|^2\) converges exponentially to a region that is upper bounded by
\[
\limsup_{i \to \infty} E \|\tilde{w}_i\|^2 \leq \frac{\mu^2 \sigma_s^2}{1 - \alpha} = \frac{\mu \sigma_s^2}{2\nu - \mu (\delta^2 + \beta^2)}
\] (3.47)
It is easy to check that the upper bound does not exceed \(\mu \sigma_s^2 / \nu\) for any step-size \(\mu < \nu / (\delta^2 + \beta^2)\). We conclude that (3.39) holds for sufficiently small step-sizes.

Observe that we can rewrite (3.37) in the equivalent form
\[
\left( E \|\tilde{w}_i\|^2 - \frac{\mu^2 \sigma_s^2}{1 - \alpha} \right) \leq \alpha \left( E \|\tilde{w}_{i-1}\|^2 - \frac{\mu^2 \sigma_s^2}{1 - \alpha} \right)
\] (3.48)
where the steady-state bound is subtracted from both sides. It is clear from this representation that \(\alpha\) relates to the rate of decay of the mean-square-error towards its steady-state bound — see Figure 3.1.
3.4 Stability of Fourth-Order Error Moment

We can also examine the stability of the fourth-order moment of the error vector by showing that the limit superior of $E \|\tilde{w}_i\|^4$ tends asymptotically to a region that is bounded by $O(\mu^2)$. The main motivation for establishing this result, in addition to the stability of the second-order moment already established by (3.39), is that these results will be used in the next chapter to derive expressions that quantify the performance of stochastic gradient algorithms to first-order in the step-size parameter.

To establish the convergence of the fourth-order moment, $E \|\tilde{w}_i\|^4$, to a bounded region, we need to replace Assumption 3.2 by the following condition on the fourth-order moment of the gradient noise process [71, 278].

**Assumption 3.3 (Conditions on gradient noise).** It is assumed that the first and fourth-order conditional moments of the gradient noise process satisfy the following conditions for any iterates $w \in \mathcal{F}_{i-1}$:
\[
E \left[ s_i(w) \mid \mathcal{F}_{i-1} \right] = 0 \quad (3.49)
\]
\[
E \left[ \|s_i(w)\|^4 \mid \mathcal{F}_{i-1} \right] \leq \tilde{\beta}^4 \|w\|^4 + \bar{\sigma}_s^4 \quad (3.50)
\]
almost surely, for some nonnegative coefficients \(\bar{\sigma}_s^4\) and \(\tilde{\beta}^4\).

It is straightforward to check that if the above condition on the fourth-order moment holds, then a condition similar to (3.27) on the second-order moment will also hold (while the reverse direction is not necessarily true). Indeed, note that

\[
E \left[ \|s_i(w)\|^4 \mid \mathcal{F}_{i-1} \right] \leq \left( \tilde{\beta}^2 \|w\|^2 + \bar{\sigma}_s^2 \right)^2 \quad (3.51)
\]

so that using the property that \((E_a)^2 \leq E a^2\) for any real random variable \(a\), we conclude that

\[
E \left[ \|s_i(w)\|^2 \mid \mathcal{F}_{i-1} \right] \leq \tilde{\beta}^2 \|w\|^2 + \bar{\sigma}_s^2 \quad (3.52)
\]

Therefore, the conditions in Assumption 3.3 continue to ensure the mean-square stability of the stochastic-gradient algorithm, as already established by Lemma 3.1.

Now, for any two vectors \(a\) and \(b\), it holds that

\[
\|a + b\|^4 = \left\| \frac{1}{2} \cdot 2a + \frac{1}{2} \cdot 2b \right\|^4 \overset{(a)}{\leq} \frac{1}{2}\|2a\|^4 + \frac{1}{2}\|2b\|^4 \leq 8\|a\|^4 + 8\|b\|^4 \quad (3.53)
\]

where in step (a) we called upon Jensen’s inequality (F.26) from the appendix and applied it to the convex function \(f(x) = \|x\|^4\). Using (3.53), it follows from condition (3.50) that the gradient noise process itself satisfies:

\[
E \left[ \|s_i(w_{i-1})\|^4 \mid \mathcal{F}_{i-1} \right] \leq \tilde{\beta}^4 \|w_{i-1}\|^4 + \bar{\sigma}_s^4
\]

\[
= \tilde{\beta}^4 \|w_{i-1} - w_0 + w_0\|^4 + \bar{\sigma}_s^4
\]

\[
\leq 8\tilde{\beta}^4 \|\tilde{w}_{i-1}\|^4 + 8\tilde{\beta}^4 \|w_0\|^4 + \bar{\sigma}_s^4 \quad (3.54)
\]
so that the following conditions also hold:
\[
\begin{align*}
\mathbb{E} \left[ s_i(w_{i-1}) | \mathcal{F}_{i-1} \right] &= 0 \quad (3.55) \\
\mathbb{E} \left[ \|s_i(w_{i-1})\|_4^4 | \mathcal{F}_{i-1} \right] &\leq \beta_4^4 \|\bar{w}_{i-1}\|_4^4 + \sigma_{s4}^4 \quad (3.56)
\end{align*}
\]
where we introduced the non-negative parameters:
\[
\begin{align*}
\beta_4^4 &\triangleq 8 \bar{\beta}_4^4 \quad (3.57) \\
\sigma_{s4}^4 &\triangleq 8 \bar{\beta}_4^4 \|w^o\|_4^4 + \bar{\sigma}_s^4 \quad (3.58)
\end{align*}
\]
We shall use conditions (3.55)–(3.56) more frequently in lieu of (3.49)–(3.50). By taking expectations of (3.55)–(3.56) we obtain:
\[
\begin{align*}
\mathbb{E} s_i(w_{i-1}) &= 0 \quad (3.59) \\
\mathbb{E} \|s_i(w_{i-1})\|_4^4 &\leq \beta_4^4 \mathbb{E} \|\bar{w}_{i-1}\|_4^4 + \sigma_{s4}^4 \quad (3.60)
\end{align*}
\]

The following example illustrates that the mean-square-error cost considered earlier in Examples 3.1 and 3.2 satisfies the conditions of Assumption 3.3.

**Example 3.4 (Mean-square error costs).** Let us consider the same scenario from Example 3.3 where we determined in (3.19) that the gradient noise process is given by
\[
s_i(w_{i-1}) = 2(R_u - u_i^T u_i)\bar{w}_{i-1} - 2u_i^T v(i) \quad (3.61)
\]
It follows that
\[
\begin{align*}
\|s_i(w_{i-1})\|_4^4 &\overset{(3.53)}{\leq} 8\|2(R_u - u_i^T u_i)\bar{w}_{i-1}\|_4^4 + 8\|2u_i^T v(i)\|_4^4 \\
&\leq 128\|R_u - u_i^T u_i\|_4^4 \|\bar{w}_{i-1}\|_4^4 + 128\|u_i\|_4^4 \|v(i)\|_4^4 \\
&\quad \overset{(3.62)}{=} \beta_4^4 \|\bar{w}_{i-1}\|_4^4 + \sigma_{s4}^4
\end{align*}
\]
From the conditions on the random processes \(\{u_i, v(i)\}\) in Example 3.1, and assuming further that the fourth-order moments of \(\{v(i), u_i\}\) are bounded and independent of \(i\), we get
\[
\begin{align*}
\mathbb{E} \left[ \|s_i(w_{i-1})\|_4^4 | \mathcal{F}_{i-1} \right] &\leq 128 \left( \mathbb{E} \|R_u - u_i^T u_i\|_4^4 \right) \|\bar{w}_{i-1}\|_4^4 + 128 \left( \mathbb{E} \|u_i\|_4^4 \right) \left( \mathbb{E} \|v(i)\|_4^4 \right) \\
&\overset{\Delta}{=} \beta_4^4 \|\bar{w}_{i-1}\|_4^4 + \sigma_{s4}^4 \quad (3.63)
\end{align*}
\]
which is of the same form as (3.60) with
\[
\beta_4^4 \triangleq 128 \left( \mathbb{E} \| R_u - u_i^T u_i \|^4 \right) \tag{3.64}
\]
\[
\sigma_{s4}^4 \triangleq 128 \left( \mathbb{E} \| u_i \|^4 \right) \left( \mathbb{E} \| v(i) \|^4 \right) \tag{3.65}
\]

In a manner similar to Lemma 3.1 we can now argue that the evolution of the fourth-order moment of the weight-error vector is also stable [71, 278].

**Lemma 3.2 (Stability of fourth-order moment: Real case).** Assume the conditions under Assumptions 3.1 and 3.3 on the cost function and the gradient noise process hold. Then, for sufficiently small step-sizes, it holds that
\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i \|^2 = O(\mu) \tag{3.66}
\]
\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i \|^4 = O(\mu^2) \tag{3.67}
\]

**Proof.** We only need to establish (3.67) since (3.66) was established earlier in Lemma 3.1. Following an argument similar to [278], we refer to the error recursion (3.42):
\[
\tilde{w}_i = (I_M - \mu H_{i-1}) \tilde{w}_{i-1} + \mu s_i (w_{i-1}) \tag{3.68}
\]
Using the fact that, for any vectors \(a\) and \(b\),
\[
\|a + b\|^4 = \|a\|^4 + \|b\|^4 + 2\|a\|^2 \|b\|^2 + 4(a^T b)^2 + 4\|a\|^2 \|b\|^2 a^T b + 4\|a\|^2 a^T b \tag{3.69}
\]
we can equate the fourth-order powers of both sides of (3.68) to get
\[
\|\tilde{w}_i\|^4 = \|(I_M - \mu H_{i-1}) \tilde{w}_{i-1}\|^4 + \mu^4 \|s_i (w_{i-1})\|^4 + 2\mu^2 \|(I_M - \mu H_{i-1}) \tilde{w}_{i-1}\|^2 \|s_i (w_{i-1})\|^2 + 4\mu^2 \left[ \tilde{w}_{i-1}^T (I_M - \mu H_{i-1}) s_i (w_{i-1}) \right]^2 + 4\mu^2 \|s_i (w_{i-1})\|^2 \left[ \tilde{w}_{i-1}^T (I_M - \mu H_{i-1}) s_i (w_{i-1}) \right] + 4\|(I_M - \mu H_{i-1}) \tilde{w}_{i-1}\|^2 \left[ \tilde{w}_{i-1}^T (I_M - \mu H_{i-1}) s_i (w_{i-1}) \right] \tag{3.70}
\]
Applying the Cauchy Schwarz’s inequality \((a^Tb)^2 \leq \|a\|^2 \|b\|^2\) to the third term on the right-hand side, and using the sub-multiplicative property of norms, we get
\[
\|\tilde{w}_i\|^4 \leq \|I_M - \mu H_{i-1}\|^4 \|\tilde{w}_{i-1}\|^4 + \mu^4 \|s_i(w_{i-1})\|^4 + 6\mu^2 \|I_M - \mu H_{i-1}\|\|\tilde{w}_{i-1}\|\|s_i(w_{i-1})\| + 4\mu^2 \|s_i(w_{i-1})\|^2 \left[\tilde{w}_{i-1}^T(I_M - \mu H_{i-1})\mu s_i(w_{i-1})\right] + 4\|I_M - \mu H_{i-1}\|\|\tilde{w}_{i-1}\|^2 \left[\tilde{w}_{i-1}^T(I_M - \mu H_{i-1})\mu s_i(w_{i-1})\right]
\] (3.71)

Applying further the inequality \(2a^Tb \leq \|a\|^2 + \|b\|^2\) to the rightmost factor in the third line, and using again the sub-multiplicative property of norms, we get
\[
\|\tilde{w}_i\|^4 \leq \|I_M - \mu H_{i-1}\|^4 \|\tilde{w}_{i-1}\|^4 + 3\mu^4 \|s_i(w_{i-1})\|^4 + 8\mu^2 \|I_M - \mu H_{i-1}\|^2 \|\tilde{w}_{i-1}\|^2 \|s_i(w_{i-1})\|^2 + 4\|I_M - \mu H_{i-1}\|\|\tilde{w}_{i-1}\|^2 \left[\tilde{w}_{i-1}^T(I_M - \mu H_{i-1})\mu s_i(w_{i-1})\right]
\] (3.72)

Conditioning both sides of (3.72) on \(\mathcal{F}_{i-1}\) and using (3.55) and (3.56), we obtain
\[
\mathbb{E}[\|\tilde{w}_i\|^4 | \mathcal{F}_{i-1}] \leq \|I_M - \mu H_{i-1}\|^4 \|\tilde{w}_{i-1}\|^4 + 3\mu^4 \|s_i(w_{i-1})\|^4 + 8\mu^2 \|I_M - \mu H_{i-1}\|^2 \|\tilde{w}_{i-1}\|^2 (\beta^2 \|\tilde{w}_{i-1}\|^2 + \sigma^2)
\] (3.73)

where the expectation of the last term on the right-hand side of (3.72) is zero since \(\mathbb{E}[s_i(w_{i-1}) | \mathcal{F}_{i-1}] = 0\). Using an argument similar to (3.44) we have
\[
\|I_M - \mu H_{i-1}\|^2 \leq 1 - 2\mu \nu + \mu^2 \delta^2 < 1 + \mu^2 \delta^2
\] (3.74)

and
\[
\|I_M - \mu H_{i-1}\|^4 \leq (1 - 2\mu \nu + \mu^2 \delta^2)^2
= 1 - 4\mu \nu + 2\mu^2 (2\nu^2 + \delta^2) + \mu^4 \delta^4 - 4\mu^3 \nu \delta^2
< 1 - 4\mu \nu + 2\mu^2 (2\nu^2 + \delta^2) + \mu^4 \delta^4
\] (3.75)

Substituting these bounds into (3.73), taking expectations of both sides again to eliminate the conditioning on \(\mathcal{F}_{i-1}\), and grouping terms we get
\[
\mathbb{E}[\|\tilde{w}_i\|^4 \leq (1 - a_1)\mathbb{E}[\tilde{w}_{i-1}] + a_2\mathbb{E}[\|\tilde{w}_{i-1}\|^2 + a_3
\] (3.76)
where the constants \( \{a_1, a_2, a_3\} \) are defined by

\[
\begin{align*}
a_1 &= 4\mu \nu - 2\mu^2(2\nu^2 + \delta^2 + 4\beta^2) - \mu^4(\delta^4 + 8\beta^2\delta^2 + 3\beta_4^2) \\
&= O(\mu) \quad (3.77) \\
a_2 &= 8\mu^2(1 + \mu^2\delta^2)\sigma_s^2 = O(\mu^2) \quad (3.78) \\
a_3 &= 3\mu^4\sigma_{s_4}^4 = O(\mu^4) \quad (3.79)
\end{align*}
\]

We can combine (3.76) and the earlier mean-square-error inequality (3.37) into a single linear recursive inequality as follows:

\[
\begin{align*}
E\|\tilde{w}_i\|^2 &\leq \alpha_0 a_2(1-a_1) \\
E\|\tilde{w}_i\|^4 &\leq \alpha_0 a_2(1-a_1) + \mu^2 \sigma_s^2 + a_3 \mu^4 \sigma_{s_4}^4
\end{align*}
\]

where the notation \( a \preceq b \) means that each entry of vector \( a \) is smaller than or equal to the corresponding entry in vector \( b \). We already know from (3.36) that for \( \mu < 2\nu/(\delta^2 + \beta^2) \), it will hold that \( 0 \leq \alpha < 1 \) so that the mean-square error, \( E\|\tilde{w}_i\|^2 \), converges asymptotically to a region bounded by \( O(\mu) \).

We can therefore ensure the convergence of recursion (3.80) by showing that a small enough step-size can be chosen to further enforce \( |1-a_1| < 1 \) or, equivalently, \( 0 < a_1 < 2 \). Since we know from (3.77) that \( a_1 < 4\mu \nu \), then selecting \( \mu \) according to the following three conditions is sufficient to meet the requirement \( 0 < a_1 < 2 \) (these conditions combined guarantee \( \mu \nu < a_1 < 2 \)):

\[
\begin{align*}
4\mu \nu &< 2 \\
\mu^4(\delta^4 + 8\beta^2\delta^2 + 3\beta_4^2) &< \mu^2(2\nu^2 + \delta^2 + 4\beta^2) \\
\mu^2(2\nu^2 + \delta^2 + 4\beta^2) &< \mu \nu
\end{align*}
\]

or, since \( \delta \geq \nu \),

\[
\begin{align*}
\mu &< \frac{1}{2\delta} \\
\mu &< \left( \frac{2\nu^2 + \delta^2 + 4\beta^2}{\delta^4 + 8\beta^2\delta^2 + 3\beta_4^2} \right)^{1/2} \\
\mu &< \frac{\nu}{2\nu^2 + \delta^2 + 4\beta^2}
\end{align*}
\]

Since the bounds on the right-hand side are positive constants and independent of \( \mu \), it is clear that a sufficiently small \( \mu \) exists that meets all three conditions and leads to \(|1-a_1| < 1 \). For example, the smallest bound among the above three bounds determines an upper limit, \( \mu_o \), such that for all \( \mu < \mu_o \) we get \( 0 < a_1 < 2 \):

\[
\mu_o = \min \left\{ \frac{1}{2\delta}, \frac{\nu}{2\nu^2 + \delta^2 + 4\beta^2}, \left( \frac{2\nu^2 + \delta^2 + 4\beta^2}{\delta^4 + 8\beta^2\delta^2 + 3\beta_4^2} \right)^{1/2} \right\} \quad (3.87)
\]
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It is clear that
\[
\frac{\nu}{2\nu^2 + \delta^2 + 4\beta^2} < \frac{\nu}{\delta^2 + \beta^2}
\] (3.88)

Therefore, any \( \mu < \mu_o \) also satisfies \( \mu < \nu/(\delta^2 + \beta^2) \) and \( \mathbb{E}\|\tilde{w}_i\|^2 \) will be mean-square stable according to (3.36), i.e.,
\[
\limsup_{i \to \infty} \mathbb{E}\|\tilde{w}_i\|^2 \leq b\mu
\] (3.89)

for some constant \( b > 0 \). Computing the limit superior of both sides of (3.76) then gives:
\[
\limsup_{i \to \infty} \mathbb{E}\|\tilde{w}_i\|^4 \leq \frac{a_2b\mu + a_3}{a_1} \leq \frac{8\mu^2(1 + \mu^2\delta^2)\sigma^2\nu \mu + 3\mu^4\sigma^4}{\mu^2} \leq \frac{(8b\sigma^2\nu^{3/2})}{\nu^2} \mu^2 \leq \frac{(8b\sigma^2\nu^{3/2})}{\nu^2} \mu^2 = O(\mu^2)
\] (3.90)

where step (a) is because \( a_1 > \mu\nu \) and step (b) is because \( \mu < 1/2\nu \).

3.5 Decaying Step-Size Sequences

If desired, it is also possible to employ iteration-dependent step-size sequences in (3.5) instead of the constant step-size \( \mu \), and to require \( \mu(i) > 0 \) to satisfy either of the following two sets of conditions:
\[
\sum_{i=0}^{\infty} \mu(i) = \infty, \quad \lim_{i \to \infty} \mu(i) = 0
\] (3.91)
or
\[
\sum_{i=0}^{\infty} \mu^2(i) < \infty
\] (3.92)

The first set of conditions is the same one we encountered before in (2.38). The second set of conditions is stronger: if a sequence \( \mu(i) \) satisfies (3.92) then it also satisfies (3.91). In either case, recursion (3.5)
would be replaced by

\[ w_i = w_{i-1} - \mu(i) \nabla_{w^T} J(w_{i-1}), \quad i \geq 0 \]  

(3.93)

It is well-known [32, 190, 243] that the iterate \( w_i \) converges towards \( w^o \) in the mean-square sense under (3.91), i.e.,

\[ \lim_{i \to \infty} E \| \tilde{w}_i \|^2 = 0 \quad (\text{under } (3.91)) \]  

(3.94)

and it converges to \( w^o \) almost surely, i.e., with probability one, under (3.92):

\[ \text{Prob} \left( \lim_{i \to \infty} w_i = w^o \right) = 1 \quad (\text{under } (3.92)) \]  

(3.95)

However, as already noted before, conditions (3.91)–(3.92) force the step-size sequence to decay to zero, which is problematic for applications requiring continuous adaptation from streaming data.

**Lemma 3.3 (Almost-sure convergence: Real case).** Assume the conditions under Assumptions 3.1 and 3.2 on the cost function and the gradient noise process hold. Then, the following convergence properties hold for (3.93):

(a) If the step-size sequence \( \mu(i) \) satisfies (3.92), then \( w_i \) converges almost surely to \( w^o \), written as \( w_i \to w^o \) a.s.

(b) If the step-size sequence \( \mu(i) \) satisfies (3.91), then \( w_i \) converges in the mean-square-error sense to \( w^o \), i.e., \( E \| \tilde{w}_i \|^2 \to 0 \).

**Proof.** We again subtract \( w^o \) from both sides of (3.93) to get

\[ \tilde{w}_i = \tilde{w}_{i-1} + \mu(i) \nabla_{w^T} J(w_{i-1}) + \mu(i) s_i(w_{i-1}) \]  

(3.96)

We then use the mean-value relation (D.7) from the appendix to note that

\[ \nabla_{w^T} J(w_{i-1}) = \left( \int_0^1 \nabla^2_w J(w^o - t\tilde{w}_{i-1}) dt \right) \tilde{w}_{i-1} \]  

(3.97)

where we are introducing the symmetric and random time-variant matrix \( H_{i-1} \), which is defined in terms of the Hessian of the cost function; note that this matrix depends on the random error vector \( \tilde{w}_{i-1} \). Substituting the above relation into (3.96), we get the recursion

\[ \tilde{w}_i = (I_M - \mu(i) H_{i-1}) \tilde{w}_{i-1} + \mu(i) s_i(w_{i-1}) \]  

(3.98)
It then follows that

\[
{\mathbb{E}} \left[ \|\tilde{w}_i\|^2 \mid F_{i-1} \right] \leq \|I_M - \mu(i)H_{i-1}\|\|\tilde{w}_{i-1}\|^2 + \\
\mu^2(i) {\mathbb{E}} \left[ \|s_i(w_{i-1})\|^2 \mid F_{i-1} \right] \\
\stackrel{(a)}{\leq} \left(1 - 2\mu(i)\nu + \delta^2\mu^2(i)\right)\|\tilde{w}_{i-1}\|^2 + \\
\beta^2\mu^2(i)\|\tilde{w}_{i-1}\|^2 + \mu^2(i)\sigma_s^2 
\]

where step (a) uses an argument similar to (3.44). Therefore, it holds that:

\[
{\mathbb{E}} \left[ \|\tilde{w}_i\|^2 \mid F_{i-1} \right] \leq \alpha(i)\|\tilde{w}_{i-1}\|^2 + \mu^2(i)\sigma_s^2 
\]

where

\[
\alpha(i) \stackrel{\Delta}{=} 1 - 2\nu\mu(i) + (\delta^2 + \beta^2)\mu^2(i) 
\]

Now note that we can split the term $2\nu\mu(i)$ in the above expression for $\alpha(i)$ into the sum of two terms and write

\[
\alpha(i) = 1 - \nu\mu(i) - \nu\mu(i) + (\delta^2 + \beta^2)\mu^2(i) 
\]

And since $\mu(i) \to 0$, we conclude that for large enough $i > i_o$, the sequence $\mu^2(i)$ will assume smaller values than $\mu(i)$. Therefore, a large enough time index, $i_o$, exists such that the following two conditions are satisfied:

\[
\nu\mu(i) \geq (\delta^2 + \beta^2)\mu^2(i), \quad \nu\mu(i) < 1, \quad i > i_o 
\]

Consequently,

\[
\alpha(i) \leq 1 - \nu\mu(i), \quad i > i_o 
\]

Then, inequalities (3.100) and (3.104) imply that

\[
{\mathbb{E}} \left[ \|\tilde{w}_i\|^2 \mid F_{i-1} \right] \leq \left(1 - \nu\mu(i)\right)\|\tilde{w}_{i-1}\|^2 + \mu^2(i)\sigma_s^2, \quad i > i_o 
\]

For convenience of notation, let

\[
u(i + 1) \stackrel{\Delta}{=} \|\tilde{w}_i\|^2 
\]

Then, inequality (3.105) implies that

\[
{\mathbb{E}} \left[ u(i + 1) \mid u(0), u(1), \ldots, u(i) \right] \leq \left(1 - \nu\mu(i)\right) u(i) + \mu^2(i)\sigma_s^2, \quad i > i_o 
\]

We now call upon the useful result (F.53) from the appendix and make the identifications

\[
a(i) = \nu\mu(i), \quad b(i) = \mu^2(i)\sigma_s^2 
\]
These sequences satisfy conditions (F.54) in the appendix in view of assumption (3.92) on the step-size sequence and the second condition in (3.103). We then conclude that \( u(i) \to 0 \) almost surely and, hence, \( w_i \to w^* \) almost surely.

Finally, taking expectations of both sides of (3.107) leads to
\[
E u(i + 1) \leq (1 - \nu \mu(i)) E u(i) + \mu^2(i) \sigma^2, \quad i > i_o
\] (3.109)
with the expectation operator appearing on both sides of the inequality. Then, we conclude from result (F.49) in the appendix, under conditions (3.91), that \( E \| \tilde{w}_i \|^2 \to 0 \) so that \( w_i \) converges to \( w^* \) in the mean-square-error sense.

We can be more specific and quantify the rate at which the variance \( E \| \tilde{w}_i \|^2 \) converges towards zero for step-size sequences of the form:
\[
\mu(i) = \frac{\tau}{i + 1}, \quad \xi > 0
\] (3.110)
which satisfy both conditions (3.91) and (3.92). In contrast to the result of Lemma 2.2 on the convergence rate of gradient descent algorithms, which was seen to be in the order of \( O(1/i^{2\nu\tau}) \), the next statement indicates that now three rates of convergence are possible depending on how \( \nu\tau \) compares to the value one.

**Lemma 3.4 (Rates of convergence for a decaying step-size).** Assume the conditions under Assumptions 3.1 and 3.2 on the cost function and the gradient noise process hold. Assume further that the step-size sequence is selected according to (3.110). Then, three convergence rates are possible depending on how the factor \( \nu\tau \) compares to the value one. Specifically, for large enough \( i \), it holds that:
\[
\begin{align*}
E \| \tilde{w}_i \|^2 & \leq \left( \frac{\tau^2 \sigma^2}{\nu^{2\nu\tau}} \right) \frac{1}{i} + o \left( \frac{1}{i} \right), \quad \nu\tau > 1 \\
E \| \tilde{w}_i \|^2 & = O \left( \frac{\log i}{i} \right), \quad \nu\tau = 1 \quad (3.111) \\
E \| \tilde{w}_i \|^2 & = O \left( \frac{1}{\nu\tau} \right), \quad \nu\tau < 1
\end{align*}
\]
The fastest convergence rate occurs when \( \nu\tau > 1 \) (i.e., for large enough \( \tau \)) and is in the order of \( O(1/i) \).

**Proof.** We use (3.109) and the assumed form for \( \mu(i) \) in (3.110) to write
\[
E u(i + 1) \leq \left( 1 - \frac{\nu\tau}{i + 1} \right) E u(i) + \frac{\tau^2 \sigma^2}{(i + 1)^{2\nu\tau}}, \quad i > i_o
\] (3.112)
This recursion has the same form as recursion (F.49) in the appendix with the identifications
\[ a(i) = \frac{\nu^\tau}{i + 1}, \quad b(i) = \frac{\sigma_2^2\beta_2}{(i + 1)^2}, \quad p = 1 \quad (3.113) \]
The above rates of convergence then follow from the statement in part (b) of Lemma F.5 in the appendix.

\[ \square \]

3.6 Optimization in the Complex Domain

We now extend the previous results to the case in which the argument \( w \in \mathbb{C}^M \) is complex-valued. As was explained earlier in Sec. 2.5, the strongly-convex function, \( J(w) \in \mathbb{R} \), is required to satisfy condition (2.62), namely,
\[ 0 < \frac{\nu}{h} I_{hM} \leq \nabla_w^2 J(w) \leq \frac{\delta}{h} I_{hM} \quad (3.114) \]
in terms of the data-type variable
\[ h = \begin{cases} 
1, & \text{when } w \text{ is real} \\
2, & \text{when } w \text{ is complex} 
\end{cases} \quad (3.115) \]
Condition (3.114) captures the requirements that \( J(w) \) is twice-differentiable, \( \nu \)-strongly convex, and has a \( \delta \)-Lipschitz gradient vector function. The condition is also applicable to both cases of real and complex data. In this section, we are interested in the case \( h = 2 \) corresponding to complex data. The previous sections studied the case \( h = 1 \).

In the complex domain, the stochastic gradient recursions (3.4) and (3.93) are replaced by
\[ w_i = w_{i-1} - \mu \nabla_{w^*} J(w_{i-1}), \quad i \geq 0 \quad (3.116) \]
and
\[ w_i = w_{i-1} - \mu(i) \nabla_{w^*} J(w_{i-1}), \quad i \geq 0 \quad (3.117) \]
respectively, where the second form employs an iteration-dependent step-size sequence. Comparing with (3.4) and (3.93) we see that transposition of the approximate gradient vector is replaced by complex
conjugation. We again denote the approximation error by the gradient noise model:

\[ s_i(w_{i-1}) = \nabla_{w^*} J(w_{i-1}) - \nabla_{w^*} J(w_{i-1}) \]  (3.118)

This noise process is now complex-valued.

**Example 3.5 (LMS adaptation in the complex domain).** We extend the formulation of Examples 3.1 and 3.3 to the complex case. Thus, let \( d(i) \) denote a streaming sequence of zero-mean (now complex-valued) random variables with variance \( \sigma_d^2 = E|d(i)|^2 \). Let \( u_i \) denote a streaming sequence of \( 1 \times M \) independent zero-mean (now complex-valued) random vectors with covariance matrix \( R_u = E u_i^* u_i > 0 \). Both processes \( \{d(i), u_i\} \) are assumed to be jointly wide-sense stationary. The cross-covariance vector between \( d(i) \) and \( u_i \) is denoted by \( r_{du} = E d(i) u_i^* \). The data \( \{d(i), u_i\} \) are assumed to be related via the same linear regression model

\[ d(i) = u_i w^o + v(i) \]  (3.119)

for some unknown parameter vector \( w^o \), and where \( v(i) \) is a zero-mean white-noise process with power \( \sigma_v^2 = E|v(i)|^2 \) and assumed independent of \( u_i \) for all \( i,j \). In a manner similar to Example 2.1, we again pose the problem of estimating \( w^o \) by minimizing the mean-square error cost

\[ J(w) = E|d(i) - u_i w|^2 = \sigma_d^2 - r_{du}^* w - w^* r_{du} + w^* R_u w \]  (3.120)

where the quantities \( \{d(i), u_i\} \) represent the random data \( x_i \) in the definition of \( Q(w; x_i) \). Using (2.66), the gradient-descent recursion in this case will take the form:

\[ w_i = w_{i-1} - \mu [R_u w_{i-1} - r_{du}] , \quad i \geq 0 \]  (3.121)

Observe that the factor of 2 that used to appear multiplying \( \mu \) in (3.8) in the real case is not needed here since now

\[ \nabla_{w^*} J(w_{i-1}) = R_u w_{i-1} - r_{du} \]  (3.122)

Again, the main difficulty in running (3.121) is that it requires knowledge of the moments \( \{r_{du}, R_u\} \). Using the instantaneous approximations:

\[ r_{du} \approx d(i) u_i^* , \quad R_u \approx u_i^* u_i \]  (3.123)
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we can replace the true gradient vector by the approximation:

\[ \hat{\nabla} w^* J(w) = [u^*_i u_i^* w - u^*_i d(i)] = \nabla w^* Q(w; x_i) \]  
(3.124)

Substituting (3.124) into (3.121) leads to the complex form of the least-mean-squares (LMS) algorithm [107, 206, 262]:

\[ w_i = w_{i-1} + \mu u^*_i [d(i) - u_i w_{i-1}], \quad i \geq 0 \]  
(3.125)

It can be verified from the construction of the approximate gradient vector that the corresponding gradient noise process is now given by

\[ s_i(w_{i-1}) = (R_u - u^*_i u_i)\tilde{w}_{i-1} - u^*_i v(i) \]  
(3.126)

in terms of \( \tilde{w}_i = w^n - w_i \). If we again let \( F_{i-1} \) represent filtration generated by the random process \( w_j \) for \( j \leq i - 1 \), we readily obtain that

\[ E[s_i(w_{i-1}) | F_{i-1}] = 0 \]  
(3.127)

\[ E[\|s_i(w_{i-1})\|^2 | F_{i-1}] \leq c \|\tilde{w}_{i-1}\|^2 + \sigma^2 v \text{Tr}(R_u) \]  
(3.128)

where the constant \( c \) is given by

\[ c \Delta E[\|R_u - u^*_i u_i\|^2] \]  
(3.129)

If we take expectations of both sides of (3.128), we further conclude that

\[ E[\|s_i(w_{i-1})\|^2] \leq c E[\|\tilde{w}_{i-1}\|^2] + \sigma^2 v \text{Tr}(R_u) \]  
(3.130)

so that the variance of the gradient noise, \( E[\|s_i(w_{i-1})\|^2] \), is again bounded by the combination of two factors. The first factor depends on the quality of the iterate, \( E[\|\tilde{w}_{i-1}\|^2] \), while the second factor depends on \( \sigma^2 v \).

In a manner similar to Assumption 3.2, we assume the gradient noise process satisfies the following conditions. The statement below is applicable to both cases of real and complex data through the use of the data-type variable: \( h = 1 \) for real data and \( h = 2 \) for complex data.

**Assumption 3.4 (Conditions on gradient noise: Complex case).** It is assumed that the first and second-order conditional moments of the gradient noise process satisfy the following conditions for any \( w \in F_{i-1} \):

\[ E[s_i(w) | F_{i-1}] = 0 \]  
(3.131)

\[ E[\|s_i(w)\|^2 | F_{i-1}] \leq (\bar{\beta}/h)^2 \|w\|^2 + \bar{\sigma}^2 \]  
(3.132)

almost surely, for some nonnegative scalars \( \bar{\beta}^2 \) and \( \bar{\sigma}^2 \).
In a manner similar to the derivation of (3.31)–(3.32) in the real case, we can again verify that the above two conditions lead to the following forms, which we shall use frequently:

\[
\mathbb{E} [s_i(w_{i-1}) | \mathcal{F}_{i-1}] = 0 \tag{3.133}
\]

\[
\mathbb{E} [||s_i(w_{i-1})||^2 | \mathcal{F}_{i-1}] \leq (\beta/h)^2 ||\tilde{w}_{i-1}||^2 + \sigma_s^2 \tag{3.134}
\]

and where the scalars \( \{\beta^2, \sigma_s^2\} \) are defined by

\[
\beta^2 \triangleq \frac{2}{\bar{\beta}^2} \tag{3.135}
\]

\[
\sigma_s^2 \triangleq \frac{2(\beta/h)^2||w_0||^2 + \bar{\sigma}_s^2}{\bar{\beta}^2} \tag{3.136}
\]

By taking expectations of (3.133)–(3.134), we conclude that the gradient noise process also satisfies:

\[
\mathbb{E} s_i(w_{i-1}) = 0 \tag{3.137}
\]

\[
\mathbb{E} [||s_i(w_{i-1})||^2] \leq (\beta/h)^2 \mathbb{E} [||\tilde{w}_{i-1}||^2] + \sigma_s^2 \tag{3.138}
\]

It is straightforward to verify from Example 3.5 that the gradient noise process in the mean-square-error case satisfies conditions (3.133)–(3.134). Note in particular from (3.130) that we can make the identifications

\[
\sigma_s^2 \to \sigma_v^2 \text{Tr}(R_u), \quad \beta^2 \to 4c \tag{3.139}
\]

**Stability of Second-Order Error Moment**

The next statement extends Lemma 3.1 to the complex case and ascertains the mean-square-error stability of recursion (3.116).

**Lemma 3.5** (Mean-square-error stability: Complex case). Assume the cost function \( J(w) \) satisfies (3.114) and the gradient noise process satisfies the conditions in Assumption 3.4, and consider the nonnegative scalars \( \{\beta^2, \sigma_s^2\} \) defined by (3.135)–(3.136). If the step-size parameter is chosen to satisfy

\[
\frac{\mu}{h} < \frac{2\nu}{\beta^2 + \bar{\beta}^2} \tag{3.140}
\]

Then, it holds that for any initial condition, \( w_{-1} \), the mean-square error, \( \mathbb{E} ||\tilde{w}_i||^2 \), converges exponentially (i.e., at a geometric rate) according to the recursion:

\[
\mathbb{E} ||\tilde{w}_i||^2 \leq \alpha \mathbb{E} ||\tilde{w}_{i-1}||^2 + \mu^2 \sigma_s^2 \tag{3.141}
\]
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where
\[
\alpha = 1 - 2\nu \left( \frac{\mu}{h} \right) + (\delta^2 + \beta^2) \left( \frac{\mu}{h} \right)^2
\]  

(3.142)

It follows from (3.141) that, for sufficiently small step-sizes:
\[
\limsup_{i \to \infty} E \| \tilde{w}_i \|^2 = O(\mu)
\]  

(3.143)

**Proof.** We apply the result of Lemma 3.1 to the \(v\)--domain recursion:
\[
v_i = v_{i-1} - \mu' \nabla_{v^*} J(v_{i-1})
\]  

(3.144)

where \(\mu' = \mu / 2\) and \(v_i = \text{col}\{x_i, y_i\}\) in terms of the real and imaginary parts of \(w_i = x_i + jy_i\). We already know from (E.39) in the appendix that \(J(v)\) is \(\nu\)--strongly convex since \(J(w)\) is \(\nu\)--strongly convex. We also know from (E.22) and (E.56) in the same appendix that the gradient vector function of \(J(v)\) is \(\delta\)--Lipschitz. Therefore, the equivalent function \(J(v)\), defined in terms of the real-valued argument \(v\), satisfies the conditions stated in Lemma 3.1.

All that remains to check is to identify the nature of the gradient noise associated with the modified recursion (3.144) and to verify that this noise satisfies conditions of the same form required by Assumption 3.2. Let us denote the gradient noise of the above recursion in the \(v\)--domain by
\[
t_i(v_{i-1}) \triangleq \nabla_{v^*} J(v_{i-1}) - \nabla_{v^*} J(v_{i-1})
\]  

(3.145)

We now express \(t_i(\cdot)\) in terms of the original gradient noise \(s_i(w_{i-1})\) from the \(w\)--domain given by (3.118). To begin with, recursion (3.144) is equivalent to
\[
v_i = v_{i-1} - \frac{\mu}{2} \nabla_{v^*} J(v_{i-1}) - \frac{\mu}{2} t_i(v_{i-1})
\]  

(3.146)

Multiplying (3.146) from the left by the matrix \(D\) from (B.27) in the appendix and using (C.32), we can transform the above recursion into the following form in terms of the original variables \(w_i\):
\[
\begin{bmatrix}
    w_i \\
    (w_i^*)^T
\end{bmatrix} = \begin{bmatrix}
    w_{i-1} \\
    (w_{i-1}^*)^T
\end{bmatrix} - \mu \begin{bmatrix}
    \nabla_{w^*} J(w_{i-1}) \\
    \nabla_{w^*} J(w_{i-1})
\end{bmatrix} - \frac{\mu}{2} D t_i(v_{i-1})
\]  

(3.147)

If we instead start from (3.117), then we would obtain
\[
\begin{bmatrix}
    w_i \\
    (w_i^*)^T
\end{bmatrix} = \begin{bmatrix}
    w_{i-1} \\
    (w_{i-1}^*)^T
\end{bmatrix} - \mu \begin{bmatrix}
    \nabla_{w^*} J(w_{i-1}) \\
    \nabla_{w^*} J(w_{i-1})
\end{bmatrix} - \mu \begin{bmatrix}
    s_i(w_{i-1}) \\
    (s_i(w_{i-1}))^T
\end{bmatrix}
\]  

(3.148)

Comparing (3.147) and (3.148) we conclude that the processes \(t_i(\cdot)\) and \(s_i(\cdot)\) are related as follows:
\[
\frac{1}{2} D t_i(v_{i-1}) = \begin{bmatrix}
    s_i(w_{i-1}) \\
    (s_i(w_{i-1}))^T
\end{bmatrix}
\]  

(3.149)
from which, using the fact that \( D^*D = 2I_{2M} \) from (B.28) in the appendix, we can solve for \( t_i(v_{i-1}) \) and find that

\[
t_i(v_{i-1}) = 2 \begin{bmatrix} s_{R,i}(w_{i-1}) \\ s_{I,i}(w_{i-1}) \end{bmatrix}
\]

(3.150)
in terms of the real and imaginary parts of the gradient noise vector:

\[
s_i(w_{i-1}) \triangleq s_{R,i}(w_{i-1}) + js_{I,i}(w_{i-1})
\]

(3.151)

Now since \( s_i(w_{i-1}) \) satisfies conditions (3.133)–(3.134), it follows that

\[
E \left[ t_i(v_{i-1}) \mid F_{i-1} \right] = 0
\]

(3.152)

and

\[
E \left[ \| t_i(v_{i-1}) \|^2 \mid F_{i-1} \right] \overset{(3.150)}{=} 4 E \left[ \| s_i(w_{i-1}) \|^2 \mid F_{i-1} \right] \overset{(3.138)}{\leq} 4 \left( \frac{\beta}{h} \right)^2 \| w_{i-1} \|^2 + 4 \sigma_s^2
\]

(3.153)

where we used \( h = 2 \) for complex data. Therefore, the gradient noise process \( t_i(v_{i-1}) \) satisfies conditions similar to (3.34) and the result of Lemma 3.1 is then immediately applicable to the \( v \)-domain recursion (3.144). Specifically, we know from the statement of that lemma that the stochastic gradient recursion (3.146) converges in the mean-square sense when \( \mu' < 2\nu/(\delta^2 + \beta^2) \), which is equivalent to (3.140). Moreover, from (3.37) we get

\[
E \| \tilde{v}_i \|^2 \leq \alpha E \| \tilde{v}_{i-1} \|^2 + (\mu')^2 (4\sigma_s^2)
\]

\[
= \alpha E \| \tilde{v}_{i-1} \|^2 + \mu^2 \sigma_s^2
\]

(3.154)

where

\[
\alpha = 1 - 2\nu\mu' + (\mu')^2(\delta^2 + \beta^2)
\]

\[
= 1 - \nu\mu + \frac{\mu^2}{4}(\delta^2 + \beta^2)
\]

(3.155)

and, therefore, from (3.154):

\[
\limsup_{i \to \infty} E \| \tilde{v}_i \|^2 \leq \frac{\mu\sigma_s^2}{\nu - \frac{\mu^2}{4}(\delta^2 + \beta^2)}
\]

(3.156)

It is easy to check that the upper bound does not exceed \( 2\mu\sigma_s^2/\nu \) for any \( \mu \) satisfying \( \mu < 2\nu(\delta^2 + \beta^2) \). We conclude that (3.143) holds for sufficiently small step-sizes.
3.6. Optimization in the Complex Domain

Stability of Fourth-Order Error Moment

We can similarly extend the conclusion of Lemma 3.2 to the complex domain. For that purpose, and in a manner similar to Assumption 3.3, we assume the gradient noise process satisfies the following conditions.

**Assumption 3.5** (Conditions on gradient noise: Complex case). It is assumed that the first and fourth-order conditional moments of the gradient noise process satisfy the following conditions for any iterates \( w \in \mathcal{F}_{i-1} \):

\[
E [ s_i(w) | \mathcal{F}_{i-1} ] = 0
\]

\[
E [ \|s_i(w)\|^4 | \mathcal{F}_{i-1} ] \leq \left( \frac{\bar{\beta}}{h} \right)^4 \|w\|^4 + \bar{\sigma}_s^4
\]

almost surely, for some nonnegative coefficients \( \bar{\sigma}_s^4 \) and \( \bar{\beta}^4 \).

In a manner similar to the derivation of (3.55)–(3.56) in the real case, we can again verify that the above two conditions lead to the following forms:

\[
E [ s_i(w_{i-1}) | \mathcal{F}_{i-1} ] = 0 \quad \text{(3.159)}
\]

\[
E [ \|s_i(w_{i-1})\|^4 | \mathcal{F}_{i-1} ] \leq \beta_4^4 \|\tilde{w}_{i-1}\|^4 + \sigma_{s4}^4 \quad \text{(3.160)}
\]

in terms of the nonnegative parameters:

\[
\beta_4^4 \triangleq 8\bar{\beta}^4 \quad \text{(3.161)}
\]

\[
\sigma_{s4}^4 \triangleq 8(\bar{\beta}/h)^4\|w^0\|^4 + \bar{\sigma}_s^4 \quad \text{(3.162)}
\]

By taking expectations of (3.159)–(3.160) we obtain:

\[
E s_i(w_{i-1}) = 0 \quad \text{(3.163)}
\]

\[
E \|s_i(w_{i-1})\|^4 \leq (\beta_4/h)^4 E \|\tilde{w}_{i-1}\|^4 + \sigma_{s4}^4 \quad \text{(3.164)}
\]

**Lemma 3.6** (Stability of fourth-order moment: Complex case). Assume the conditions under Assumptions 3.1 and 3.5 on the cost function and the gradient noise process hold. Then, for sufficiently small step-sizes, it again holds that:

\[
\limsup_{i \to \infty} E \|\tilde{w}_i\|^2 = O(\mu) \quad \text{(3.165)}
\]

\[
\limsup_{i \to \infty} E \|\tilde{w}_i\|^4 = O(\mu^2) \quad \text{(3.166)}
\]
Proof. We apply Lemma 3.2 to the $v$--domain recursion

$$v_i = v_{i-1} - \mu' \nabla_{v} J(v_{i-1})$$

(3.167)

where $\mu' = \mu/2$ after noting that the gradient noise process $t_i(v_{i-1})$ satisfies a fourth-order condition of the same form as (3.60) since

$$E \left[ \|t_i(v_{i-1})\|^4 \mid \mathcal{F}_{i-1} \right] = E \left[ (\|t_i(v_{i-1})\|)^2 \mid \mathcal{F}_{i-1} \right]$$

(3.150)

$$= E \left[ (4\|s_i(w_{i-1})\|)^2 \mid \mathcal{F}_{i-1} \right]$$

$$= 16E \left[ \|s_i(w_{i-1})\|^4 \mid \mathcal{F}_{i-1} \right]$$

(3.164)

$$\leq \beta_1^4 \|\tilde{w}_{i-1}\|^4 + 16\sigma_{s4}^4$$

(3.168)

using $h = 2$.

Decaying Step-Sizes

We now examine the convergence of the iterates $\{w_i\}$ generated by (3.117) towards the minimizer, $w^\omega$. The lemmas that follow extend the results from the real case to the complex case with some minimal differences.

Lemma 3.7 (Almost-sure convergence: Complex case). Assume the cost function $J(w)$ satisfies (3.114) and the gradient noise process satisfies the conditions in Assumption 3.4. Then, the following convergence properties hold for (3.117):

(a) If the step-size sequence $\mu(i)$ satisfies (3.92), then $w_i$ converges almost surely to $w^\omega$, written as $w_i \rightarrow w^\omega$ a.s.

(b) If the step-size sequence $\mu(i)$ satisfies (3.91), then $w_i$ converges in the mean-square-error sense to $w^\omega$, i.e., $E \|\tilde{w}_i\|^2 \rightarrow 0$.

Proof. We apply the result of Lemma 3.3 to the $v$--domain recursion:

$$v_i = v_{i-1} - \mu'(i) \nabla_{v} J(v_{i-1})$$

(3.169)

where $\mu'(i) = \mu(i)/2$. 

$\square$
Lemma 3.8 (Rates of convergence for a decaying step-size). Assume the cost function \( J(w) \) satisfies (3.114) and the gradient noise process satisfies the conditions in Assumption 3.4. Assume further that the step-size sequence is selected according to (3.110). Then, three convergence rates are possible depending on how the factor \( \nu \tau / h \) compares to the value one. Specifically, for large enough \( i \), it holds that:

\[
\begin{align*}
E \| \tilde{w}_i \|^2 & \leq \left( \frac{\tau^2 \sigma_s^2}{\nu \tau / h - 1} \right)^{1 \over 4} + o \left( {1 \over i} \right), \quad \nu \tau / h > 1 \\
E \| \tilde{w}_i \|^2 & = O \left( \log i \over i \right), \quad \nu \tau / h = 1 \\
E \| \tilde{w}_i \|^2 & = O \left( {1 \over \tau \nu \pi} \right), \quad \nu \tau / h < 1 
\end{align*}
\]

(3.170)

where \( h = 2 \) for complex data and \( h = 1 \) for real data. The fastest convergence rate occurs when \( \nu \tau / h > 1 \) (i.e., for large enough \( \tau \)) and is in the order of \( O(1/i) \).

Proof. Apply the result of Lemma 3.4 to (3.169) noting that

\[
\mu'(i) = \frac{\tau / 2}{i + 1} \tag{3.171}
\]

so that \( \tau \) is replaced by \( \tau / 2 \) and, from (3.153), \( \sigma_s^2 \) is replaced by \( 4\sigma_s^2 \).
We established in Lemmas 3.3 and 3.7, for both cases of real and complex data, that the use of a stochastic-gradient algorithm with a decaying step-size sequence of the form \( \mu(i) = \tau/(i + 1) \) guarantees the almost sure convergence of the iterate \( \mathbf{w}_i \) to \( \mathbf{w}_0 \). However, the largest rate of convergence that is attainable under this construction is in the order of \( O(1/i) \), namely, for large enough \( i \) it holds that
\[ \mathbb{E} \| \mathbf{w}_i \|^2 = O(1/i) \] (4.1)

On the other hand, when a constant step-size, \( \mu \), is used, we established in Lemmas 3.1 and 3.5 that the stochastic-gradient algorithm is mean-square stable in the sense that the error variance enters a bounded region whose size is in the order of \( O(\mu) \), namely, for large enough \( i \) it now holds that
\[ \limsup_{i \to \infty} \mathbb{E} \| \mathbf{w}_i \|^2 = O(\mu) \] (4.2)

More interestingly, we showed that convergence towards this bounded region occurs at a faster geometric rate and is in the order of \( O(\alpha^i) \) for some \( 0 \leq \alpha < 1 \). In other words, although some degradation in steady-state performance occurs, the convergence rate is nevertheless exponential. In this chapter, we will assess the size of the fluctuations.
of \( w_i \) around \( w^o \) in steady-state, as \( i \to \infty \), for both cases of real and complex data. More specifically, we will determine an expression for the mean-square-deviation (MSD) of the stochastic gradient algorithm in the slow adaptation regime when \( \mu \) is sufficiently small. The MSD is a useful metric that measures the size of the error variance, \( E\| \tilde{w}_i \|^2 \), in steady-state after sufficient iterations have elapsed. We will motivate and define the MSD further ahead in relation (4.94) and subsequently determine closed-form expressions for it in (4.100) for real data and in (4.170) for complex data. In the mean time, we introduce the following terminology for ease of reference here and elsewhere in this work.

**Definition 4.1 (Operating regimes).** The term “steady-state regime” will refer to the operation of the stochastic-gradient implementation after sufficient iterations have elapsed, i.e., as \( i \to \infty \). Likewise, the term “slow adaptation regime” will refer to the operation of the stochastic-gradient implementation with a sufficiently small step-size, i.e., as \( \mu \to 0 \).

If we now examine expressions (4.100) and (4.170) for the MSD, we observe that it will turn out to be proportional to the step-size parameter, i.e., it is small and in the order of \( O(\mu) \), as expected from (4.2). This means that adaptation with small constant step-sizes can still lead to reliable performance at an exponential convergence rate even in the presence of gradient noise, which is a reassuring result. We are also able to conclude that adaptation with constant step-sizes is useful even for stationary environments when \( w^o \) remains fixed. This is because it is generally sufficient in practice to attain an iterate \( w_i \) within some fidelity (or confidence) level from \( w^o \) in a finite number of iterations. As long as the MSD level is satisfactory, a stochastic-gradient algorithm will be able to attain satisfactory fidelity within a reasonable time frame. In comparison, although diminishing step-sizes ensure almost-sure convergence of \( w_i \) to \( w^o \), they nevertheless disable tracking and can only guarantee slower than geometric convergence rates (see also [32, 190]).

We shall derive the closed-form expressions for the MSD metric, and for a related excess-risk (ER) metric, starting from Sec. 4.5. This
is an important task to pursue for various reasons [207]. First, once performance expressions are available, it becomes possible to carry out meaningful comparisons among different configurations for adaptation and learning (such as non-cooperative, centralized, and distributed implementations). Second, it also becomes possible to quantify how performance depends on the algorithm and system parameters (such as step-size, network topology, and cooperation policy); these parameters can then be optimized for enhanced performance. And third, the mean-square-error expressions define confidence levels about how well the iterate \( w_t \) approaches the global minimum, \( w^o \). In the sequel, we shall derive an expression for the MSD by following the energy conservation technique of [6, 205, 206, 269]. For that purpose, we need to introduce an additional smoothness condition on the cost function and the gradient noise, as explained next.

## 4.1 Conditions on Risk Function and Noise

We consider the case of real arguments first. Thus, let \( J(w) \in \mathbb{R} \) denote the real-valued cost function of a real-valued vector argument, \( w \in \mathbb{R}^M \) and consider the same optimization problem (3.1):

\[
w^o = \arg \min_w J(w)
\]

We continue to assume that \( J(w) \) is twice-differentiable and satisfies (3.2) for some positive parameters \( \nu \leq \delta \), namely,

\[
0 < \nu I_M \leq \nabla^2_w J(w) \leq \delta I_M
\]

**Assumption 4.1 (Conditions on cost function).** The cost function \( J(w) \) is twice-differentiable and satisfies (4.4) for some positive parameters \( \nu \leq \delta \). Condition (4.4) is equivalent to requiring \( J(w) \) to be \( \nu \)-strongly convex and for its gradient vector to be \( \delta \)-Lipschitz as in (2.14) and (2.17), respectively.

We established in the previous chapter the mean-square-error stability of the following stochastic-gradient recursion for seeking the minimizer
4.1. Conditions on Risk Function and Noise

In the real data case:

\[ w_i = w_{i-1} - \mu \nabla_{w_{i-1}} J(w_{i-1}), \quad i \geq 0 \]  

(4.5)

The analysis relied on the conditions in Assumption 3.2 on the gradient noise process, \( s_i(w_{i-1}) \), which we repeat here for ease of reference. Recall from (3.25) that

\[ s_i(w) \triangleq \nabla_{w_i} J(w) - \nabla_{w_{i-1}} J(w) \]  

(4.6)

Assumption 4.2 (Conditions on gradient noise). It is assumed that the first and second-order conditional moments of the gradient noise process satisfy the following conditions for any \( w \in F_{i-1} \):

\[
\begin{aligned}
\mathbb{E} \left[ s_i(w) \mid F_{i-1} \right] & = 0 \\
\mathbb{E} \left[ \|s_i(w)\|^2 \mid F_{i-1} \right] & \leq \beta^2 \|w\|^2 + \sigma_s^2
\end{aligned}
\]  

(4.7) \hspace{1cm} (4.8)

almost surely, for some nonnegative scalars \( \beta^2 \) and \( \sigma_s^2 \). These conditions were shown in (3.31)–(3.32) to imply that the gradient noise process satisfies for any \( w_{i-1} \in F_{i-1} \):

\[
\begin{aligned}
\mathbb{E} \left[ s_i(w_{i-1}) \mid F_{i-1} \right] & = 0 \\
\mathbb{E} \left[ \|s_i(w_{i-1})\|^2 \mid F_{i-1} \right] & \leq \beta^2 \|\tilde{w}_{i-1}\|^2 + \sigma_s^2
\end{aligned}
\]  

(4.9) \hspace{1cm} (4.10)

almost surely, for some nonnegative scalars \( \beta^2 \) and \( \sigma_s^2 \), and where \( \tilde{w}_{i-1} = w^o - w_{i-1} \).

Now, in order to pursue a closed form expression for the MSD of the algorithm, we need to introduce two smoothness conditions: one condition is on the cost function and the other condition is on the covariance matrix of the gradient noise process.

For any \( w \in F_{i-1} \), we let

\[ R_{s,i}(w) \triangleq \mathbb{E} \left[ s_i(w)s_i^T(w) \mid F_{i-1} \right] \]  

(4.11)

denote the conditional second-order moment of the gradient noise process, which generally depends on \( i \) because the statistical distribution of \( s_i(w) \) can be iteration-dependent. Note that \( R_{s,i}(w) \) is a random
quantity since it depends on the random iterate \( w \). We assume that, in the limit, this covariance matrix tends to a constant value when evaluated at \( w^o \) and we denote the limit by

\[
R_s \equiv \lim_{i \to \infty} \mathbb{E} \left[ s_i(w^o) s_i^T(w^o) \mid \mathcal{F}_{i-1} \right]
\]

We sometimes refer to the term \( s_i(w^o) \) as the absolute noise component.

**Example 4.1** (Gradient noise for mean-square-error costs). Let us reconsider the scenario studied in Example 3.3, which dealt with mean-square-error costs of the form \( J(w) = \mathbb{E} (d(i) - u_i w)^2 \). From expression (3.19) we know that

\[
s_i(w^o) = -2u_i^T v(i)
\]

\[
R_s = 4\sigma^2_R u \equiv R_s, w^o, \forall i
\]

Moreover, from expression (3.19) for \( s_i(w_{i-1}) \), and from the conditions on the random processes \( \{u_i, v(i)\} \) in Example 3.1, we have that

\[
R_s, w_{i-1} = 4\mathbb{E} \left\{ (R_u - u_i^T u_i) \tilde{w}_{i-1} \tilde{w}_{i-1}^T (R_u - u_i^T u_i) \mid \mathcal{F}_{i-1} \right\} + 4\sigma^2_R u
\]

Now since \( u_i \) and \( \tilde{w}_{i-1} \) are independent of each other:

\[
\|R_s, w_{i-1} - R_s, w^o\|
\]

\[
= 4 \left\| \mathbb{E} \left\{ (R_u - u_i^T u_i) \tilde{w}_{i-1} \tilde{w}_{i-1}^T (R_u - u_i^T u_i) \mid \mathcal{F}_{i-1} \right\} \right\|
\]

\[
\leq 4\mathbb{E} \left\{ \left\| (R_u - u_i^T u_i) \tilde{w}_{i-1} \tilde{w}_{i-1}^T (R_u - u_i^T u_i) \right\| \mid \mathcal{F}_{i-1} \right\}
\]

\[
\leq 4\mathbb{E} \left\{ \|R_u - u_i^T u_i\|^2 \|\tilde{w}_{i-1}\|^2 \mid \mathcal{F}_{i-1} \right\}
\]

\[
= 4\|\tilde{w}_{i-1}\|^2 \left( \mathbb{E} \|R_u - u_i^T u_i\|^2 \right)
\]

\[
= 4c\|\tilde{w}_{i-1}\|^2
\]

(4.16)

with the constant \( c = \mathbb{E} \|R_u - u_i^T u_i\|^2 \). It follows that, by taking expectations,

\[
\mathbb{E} \left\| R_s, w_{i-1} - R_s, w^o \| \leq 4c\mathbb{E} \|\tilde{w}_{i-1}\|^2
\]

(4.17)

The two smoothness conditions that are needed for the subsequent evaluation of the MSD performance of the stochastic-gradient algorithm (4.5) are the following [66, 71, 278].
4.1. Conditions on Risk Function and Noise

Assumption 4.3 (Smoothness conditions). It is assumed that the Hessian matrix of the cost function, $J(w)$, and the noise covariance matrix defined by (4.11) are locally Lipschitz continuous in a small neighborhood around $w = w^o$ in the following manner:

\[
\| \nabla_w^2 J(w^o + \Delta w) - \nabla_w^2 J(w^o) \| \leq \kappa_1 \| \Delta w \| \quad (4.18)
\]

\[
\| R_{s,i}(w^o + \Delta w) - R_{s,i}(w^o) \| \leq \kappa_2 \| \Delta w \|^\gamma \quad (4.19)
\]

for small perturbations $\| \Delta w \| \leq \epsilon$ and for some constants $\kappa_1 \geq 0$, $\kappa_2 \geq 0$, and exponent $0 < \gamma \leq 4$.

Observe from (4.17) that for mean-square-error costs, the Lipschitz condition (4.19) is satisfied with $\gamma = 2$. Likewise, for mean-square-error costs, the first condition (4.18) is automatically satisfied since the Hessian matrices of quadratic costs are constant and independent of $w$.

Although conditions (4.18)–(4.19) are required to hold only locally in the proximity of $w = w^o$, they actually turn out to imply that similar bounds hold more globally. For example, using result (E.30) from the appendix, it can be verified that condition (4.18) translates into a global Lipschitz property relative to the minimizer $w^o$, i.e., it will also hold that [278]:

\[
\| \nabla_w^2 J(w) - \nabla_w^2 J(w^o) \| \leq \kappa'_1 \| w - w^o \| \quad (4.20)
\]

for all $w$ and for some constant $\kappa'_1 \geq 0$.

A similar conclusion follows from (4.19). To see that, let us consider any $w \in \mathcal{F}_{i-1}$ such that $\| w^o - w \| > \epsilon$. This condition corresponds to a situation where the perturbation $\Delta w$ in (4.19) lies outside the disc of radius $\epsilon$. Nevertheless, we can still argue that an upper bound similar to (4.19) continues to hold, albeit with some adjustment [71] — see expression (4.24). To arrive at this expression, we start by using the triangle inequality of norms to note that

\[
\| R_{s,i}(w) - R_{s,i}(w^o) \| \leq \| R_{s,i}(w) \| + \| R_{s,i}(w^o) \| \quad (4.21)
\]
Using the property that $\|A\| \leq \text{Tr}(A)$ for any symmetric nonnegative-definite matrix $A$ (since the trace is the sum of the eigenvalues of the matrix and the 2–induced norm is its largest eigenvalue), we can bound each term on the right-hand side of (4.21) as follows:

$$\|R_{s,i}(w)\| \leq \text{Tr} [R_{s,i}(w)]$$

$$= \text{Tr} \left[ \mathbb{E} \left\{ s_i(w)s_i^T(w) \mid \mathcal{F}_{i-1} \right\} \right]$$

$$= \mathbb{E} \left\{ \text{Tr} \left( s_i(w)s_i^T(w) \right) \mid \mathcal{F}_{i-1} \right\}$$

$$= \mathbb{E} \left[ \|s_i(w)\|^2 \mid \mathcal{F}_{i-1} \right]$$

By setting $w = w^o$ we also conclude that $\|R_{s,i}(w^o)\| \leq \sigma_s^2$. Substituting into (4.21) we get

$$\|R_{s,i}(w) - R_{s,i}(w^o)\| \leq \beta^2 \|w^o - w\|^2 + \sigma_s^2$$

for some nonnegative constant $\kappa_3$ and where in step (a) we used the fact that $\|w^o - w\| > \epsilon$. Combining this result with the localized assumption (4.19) we conclude that the conditional noise covariance matrix satisfies more globally a condition of the following form for any $w \in \mathcal{F}_{i-1}$:

$$\|R_{s,i}(w) - R_{s,i}(w^o)\| \leq \max \{ \kappa_2 \|\tilde{w}\|, \kappa_3 \|\tilde{w}\|^2 \}$$

where $\tilde{w} = w^o - w$.

One useful conclusion that follows from the smoothness condition (4.19) and from (4.24) is that, after sufficient iterations, we can express the covariance matrix of the gradient noise process in terms of the same limiting value $R_s$ defined by (4.12) for the absolute noise component.
This fact is established next and will be employed later in the proof of Theorem 4.7.

**Lemma 4.1 (Limiting second-order moment of gradient noise: Real case).** Under the smoothness condition (4.19), and for sufficiently small step-sizes, it holds for \( i \gg 1 \) that:

\[
\mathbb{E} \mathbf{s}_i(\mathbf{w}_{i-1}) (\mathbf{s}_i(\mathbf{w}_{i-1}))^T = R_s + O \left( \mu^{\min\{1, \frac{1}{2}\}} \right) \tag{4.25}
\]

where \( 0 < \gamma \leq 4 \) is from (4.19) and \( R_s \) is defined by (4.12). Consequently, it holds for \( i \gg 1 \) that the trace of the covariance matrix satisfies:

\[
\text{Tr}(R_s) - b_o \leq \mathbb{E} \| \mathbf{s}_i(\mathbf{w}_{i-1}) \|^2 \leq \text{Tr}(R_s) + b_o \tag{4.26}
\]

for some nonnegative value \( b_o = O \left( \mu^{\min\{1, \frac{1}{2}\}} \right) \).

*Proof.* By adding and subtracting the same term, we have

\[
\mathbb{E} \left[ \mathbf{s}_i(\mathbf{w}_{i-1}) (\mathbf{s}_i(\mathbf{w}_{i-1}))^T | \mathcal{F}_{i-1} \right] = \mathbb{E} \left[ \mathbf{s}_i(\mathbf{w}^o) (\mathbf{s}_i(\mathbf{w}^o))^T | \mathcal{F}_{i-1} \right] + \mathbb{E} \left[ \mathbf{s}_i(\mathbf{w}_{i-1}) (\mathbf{s}_i(\mathbf{w}_{i-1}))^T | \mathcal{F}_{i-1} \right] - \mathbb{E} \left[ \mathbf{s}_i(\mathbf{w}^o) (\mathbf{s}_i(\mathbf{w}^o))^T | \mathcal{F}_{i-1} \right]
\]

\[
= \mathbb{E} \left[ \mathbf{s}_i(\mathbf{w}^o) (\mathbf{s}_i(\mathbf{w}^o))^T | \mathcal{F}_{i-1} \right] + (4.11)
\]

so that by subtracting the covariance matrix \( R_s \) defined by (4.12) from both sides, and computing expectations, we get:

\[
\mathbb{E} \mathbf{s}_i(\mathbf{w}_{i-1}) (\mathbf{s}_i(\mathbf{w}_{i-1}))^T - R_s = \mathbb{E} \left( \mathbb{E} \left[ \mathbf{s}_i(\mathbf{w}^o) (\mathbf{s}_i(\mathbf{w}^o))^T | \mathcal{F}_{i-1} \right] - R_s \right) + \mathbb{E} (R_{s,i}(\mathbf{w}_{i-1}) - R_{s,i}(\mathbf{w}^o)) \tag{4.28}
\]

It then follows from the triangle inequality of norms, and from Jensen’s inequality (F.29) in the appendix, that:

---

1The notation \( X = O(\mu) \) for a matrix \( X \) signifies that the magnitude of the individual entries of \( X \) are \( O(\mu) \) or \( \| X \| = O(\mu) \).
where the notation $\|X\|$ denotes the 2–induced norm of its matrix argument, $X$. If we now compute the limit superior of both sides, and recall definition (4.12), we get

$$\limsup_{i \to \infty} \left\| \mathbb{E} s_i(w_{i-1}) (s_i(w_{i-1}))^\top - R_s \right\| \leq \limsup_{i \to \infty} \mathbb{E} \| R_{s,i}(w_{i-1}) - R_{s,i}(w_o) \|$$

(4.29)

The limit superior on the right-hand side can be evaluated by calling upon (4.24) to get:

$$\limsup_{i \to \infty} \mathbb{E} \| R_{s,i}(w_{i-1}) - R_{s,i}(w_o) \| \leq \limsup_{i \to \infty} \mathbb{E} \{ \kappa_2 \| \bar{w}_{i-1} \|^{\gamma} + \kappa_3 \| \bar{w}_{i-1} \|^2 \}$$

$$\leq \limsup_{i \to \infty} \left\{ \kappa_2 \mathbb{E} \left( \| \bar{w}_{i-1} \|^{4} \right)^{\gamma/4} + \kappa_3 \mathbb{E} \| \bar{w}_{i-1} \|^2 \right\}$$

$$\leq \limsup_{i \to \infty} \left\{ \kappa_2 \left( \mathbb{E} \| \bar{w}_{i-1} \|^4 \right)^{\gamma/4} + \kappa_3 \mathbb{E} \| \bar{w}_{i-1} \|^2 \right\}$$

$$\stackrel{(a)}{=} O(\mu^{\gamma'/2})$$

(4.31)

where in step (a) we applied Jensen’s inequality (F.30) to the function $f(x) = x^{\gamma/4}$; this function is concave over $x \geq 0$ for $\gamma \in (0,4]$. Moreover, in the last step we called upon results (3.39) and (3.67), namely, that the second and fourth-order moments of $\bar{w}_{i-1}$ are asymptotically bounded by $O(\mu)$ and $O(\mu^2)$, respectively. Accordingly, the exponent $\gamma'$ in the last step is given by

$$\gamma' \overset{\Delta}{=} \min \{ \gamma, 2 \}$$

(4.32)

since $O(\mu^{\gamma'/2})$ dominates $O(\mu)$ for values of $\gamma \in (0,2]$ and $O(\mu)$ dominates $O(\mu^{\gamma/2})$ for values of $\gamma \in [2,4]$. Substituting (4.31) into (4.30) we conclude that

$$\limsup_{i \to \infty} \left\| \mathbb{E} s_i(w_{i-1}) (s_i(w_{i-1}))^\top - R_s \right\| = O(\mu^{\gamma'/2})$$

(4.33)
4.2. Stability of First-Order Error Moment

If we denote the difference between \( R_s \) and the covariance matrix \( E s_i(w_{i-1}) (s_i(w_{i-1}))^T \) by \( \Delta_i \), then result (4.33) implies that, for \( i \gg 1 \), we have \( \| \Delta_i \| = O(\mu^{\gamma'/2}) \) and we arrive at (4.25). Moreover, since for any square matrix \( X \), it can be verified that

\[
|\text{Tr}(X)| \leq c \|X\|
\]

for some constant \( c \) that is independent of \( \gamma' \), we also conclude from (4.33) that

\[
\limsup_{i \to \infty} |E \|s_i(w_{i-1})\|^2 - \text{Tr}(R_s)| = O(\mu^{\gamma'/2}) \quad \Delta \equiv b_1 \tag{4.34}
\]

in terms of the absolute value of the difference. We are denoting the value of the limit superior by the nonnegative number \( b_1 \); we know from (4.34) that \( b_1 = O(\mu^{\gamma'/2}) \). The above relation then implies that, given \( \epsilon > 0 \), there exists an \( I_o \) large enough such that for all \( i > I_o \) it holds that

\[
|E \|s_i(w_{i-1})\|^2 - \text{Tr}(R_s)| \leq b_1 + \epsilon \tag{4.35}
\]

If we select \( \epsilon = O(\mu^{\gamma'/2}) \) and introduce the sum \( b_o = b_1 + \epsilon \), then we arrive at the desired result (4.26).

\[ \square \]

4.2 Stability of First-Order Error Moment

Using the Lipschitz property (4.20), we can now examine the mean stability of the error vector, \( \tilde{w}_i \), and show that the limit superior of \( \|E \tilde{w}_i\| \) is bounded by \( O(\mu) \).

Indeed, using the fact that \( (E a)^2 \leq E a^2 \), for any real-valued random variable \( a \), we note that we may conclude from (3.39) that

\[
\limsup_{i \to \infty} E \|\tilde{w}_i\| = O(\mu^{1/2}) \tag{4.36}
\]

However, a tighter bound is possible with \( \mu^{1/2} \) replaced by \( \mu \) by appealing to (4.20) and bounding the limiting value of \( \|E \tilde{w}_i\| \).

Let us reconsider recursion (3.42), namely,

\[
\tilde{w}_i = (I_M - \mu H_{i-1}) \tilde{w}_{i-1} + \mu s_i(w_{i-1}) \tag{4.37}
\]

where

\[
H_{i-1} \triangleq \int_0^1 \nabla^2_{w_i} J(w^o - t \tilde{w}_{i-1}) dt \tag{4.38}
\]

We introduce the deviation matrix

\[
\tilde{H}_{i-1} \triangleq H - H_{i-1} \tag{4.39}
\]
where the constant symmetric and positive-definite matrix $H$ is defined as the value of the Hessian matrix at the minimizer $w^o$:

$$H \triangleq \nabla_w^2 J(w^o)$$  \hspace{1cm} (4.40)

Substituting (4.39) into (4.37) gives

$$\bar{w}_i = (I_M - \mu H)\bar{w}_{i-1} + \mu s_i(w_{i-1}) + \mu c_{i-1}$$  \hspace{1cm} (4.41)

in terms of the perturbation term

$$c_{i-1} \triangleq \bar{H}_{i-1}\bar{w}_{i-1}$$  \hspace{1cm} (4.42)

**Lemma 4.2** (Mean-error stability: Real case). Assume the requirements under Assumptions 4.1 and 4.2 and condition (4.18) on the cost function and the gradient noise process hold. Then, for sufficiently small step-sizes it holds that

$$\limsup_{i \to \infty} \|\mathbb{E} \bar{w}_i\| = O(\mu)$$  \hspace{1cm} (4.43)

**Proof.** Conditioning both sides of (4.41) on $\mathcal{F}_{i-1}$, and using the fact that $\mathbb{E}[s_i(w_{i-1}) | \mathcal{F}_{i-1}] = 0$, we conclude that

$$\mathbb{E} \bar{w}_i | \mathcal{F}_{i-1} = (I_M - \mu H)\bar{w}_{i-1} + \mu c_{i-1}$$  \hspace{1cm} (4.44)

Taking expectations again we arrive at the mean recursion

$$\mathbb{E} \bar{w}_i = (I_M - \mu H)\mathbb{E} \bar{w}_{i-1} + \mu \mathbb{E} c_{i-1}$$  \hspace{1cm} (4.45)

The limit superior of the right-most expectation is bounded by $O(\mu^2)$ for the following reason. Note that

$$\|c_{i-1}\| \leq \|\bar{H}_{i-1}\| \|\bar{w}_{i-1}\|$$  \hspace{1cm} (4.42)

$$\leq \|\bar{w}_{i-1}\| \int_0^1 \|\nabla_J^2(w^o - t\bar{w}_{i-1}) - \nabla_J^2 J(w^o)\| dt$$  \hspace{1cm} (4.38)

$$\leq \kappa_1' \|\bar{w}_{i-1}\| \int_0^1 ||t\bar{w}_{i-1}|| dt$$  \hspace{1cm} (4.20)

$$= \frac{\kappa_1'}{2} \|\bar{w}_{i-1}\|^2$$  \hspace{1cm} (4.46)
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Thus, using (3.39), we conclude that the mean-norm value of the correction term converges asymptotically to the region:

$$\limsup_{i \to \infty} \mathbb{E} \|c_{i-1}\| = O(\mu)$$ (4.47)

Now the matrix \((I_M - \mu H)\) is symmetric so that its 2–induced norm agrees with its spectral radius:

$$\|I_M - \mu H\| = \rho(I_M - \mu H)$$ (4.48)

Moreover, for sufficiently small step-sizes \(\mu \ll 1\), it holds that this spectral radius is strictly smaller than one and given by

$$\rho(I_M - \mu H) = 1 - \mu \lambda_{\min}(H)$$ (4.49)

It then follows from (4.45) that

$$\|\mathbb{E} \tilde{w}_i\| \leq \|I_M - \mu H\| \|\mathbb{E} \tilde{w}_{i-1}\| + \mu \|\mathbb{E} c_{i-1}\| \leq (1 - \mu \lambda_{\min}(H)) \|\mathbb{E} \tilde{w}_{i-1}\| + \mu \mathbb{E} \|c_{i-1}\|$$ (4.50)

so that

$$\limsup_{i \to \infty} \|\mathbb{E} \tilde{w}_i\| \leq \frac{1}{1 - (1 - \mu \lambda_{\min}(H))} \left( \limsup_{i \to \infty} \mu \mathbb{E} \|c_{i-1}\| \right) = O(\mu)$$ (4.51)

as claimed.

\[\square\]

4.3 Long-Term Error Dynamics

Continuing with model (4.41), we can use it to motivate a useful long-term model for the evolution of the error vector \(\tilde{w}_i\) after sufficient iterations, i.e., for \(i \gg 1\). For this purpose, we note first that we can deduce from (4.47) that \(\|c_{i-1}\| = O(\mu)\) asymptotically with high probability. Indeed, let us introduce the nonnegative random variable \(u = \|c_{i-1}\|\) and let us recall Markov’s inequality [89, 91, 186], which states that for any nonnegative random variable \(u\) and \(\xi > 0\) it holds that

$$\text{Prob}(u \geq \xi) \leq \mathbb{E} u / \xi$$ (4.52)

That is, the probability of the event \(u \geq \xi\) is upper bounded by a term that is proportional to \(\mathbb{E} u\). We employ this result as follows. Let
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\[ r_c = n\mu, \] for any constant integer \( n \geq 1 \) that we are free to choose. We then conclude from (4.47) and (4.52) that for \( i \gg 1 \):

\[
\begin{align*}
\text{Prob}(\|c_{i-1}\| < r_c) &= 1 - \text{Prob}(\|c_{i-1}\| \geq r_c) \\
&\geq 1 - \left( \mathbb{E}\|c_{i-1}\|/r_c \right) \\
&\geq 1 - O(1/n) \quad (4.53)
\end{align*}
\]

where the term \( O(1/n) \) is independent of \( \mu \). This result shows that the probability of having \( \|c_{i-1}\| \) bounded by \( r_c \) can be made arbitrarily close to one by selecting a large enough value for \( n \). Once the value for \( n \) has been fixed to meet a desired confidence level, then \( r_c = O(\mu) \).

Referring to recursion (4.41), this analysis suggests that we can assess its mean-square performance by examining the following long-term model, which holds with high probability after sufficient iterations:

\[
\tilde{w}_i = (I_M - \mu H)\tilde{w}_{i-1} + \mu s_i(w_{i-1}) \quad i \gg 1 \quad (4.54)
\]

In this model, the perturbation term \( \mu c_{i-1} \) that appears in (4.41) is removed. We may also consider an alternative long-term model where \( \mu c_{i-1} \) is instead replaced by a constant driving term in the order of \( O(\mu^2) \). However, the conclusions that will follow about the performance of the original recursion (4.37) will be the same whether we remove \( \mu c_{i-1} \) altogether or replace it by \( O(\mu^2) \). We therefore continue our analysis by using model (4.54). Obviously, the iterates \( \{\tilde{w}_i\} \) that are generated by (4.54) are generally different from the iterates that are generated by the original recursion (4.37). To highlight this fact, we rewrite the long-term model (4.54) more explicitly as follows.

\[ \text{Lemma 4.3 (Long-term error dynamics).} \] Assume the requirements under Assumptions 4.1 and 4.2 and condition (4.18) on the cost function and the gradient noise process hold. After sufficient iterations, \( i \gg 1 \), the error dynamics of the stochastic-gradient algorithm (4.5) is well-approximated by the following model (as confirmed by future result (4.70)):

\[
\tilde{w}'_i = (I_M - \mu H)\tilde{w}'_{i-1} + \mu s_i(w_{i-1}) \quad (4.55)
\]

with the iterates denoted by \( \tilde{w}'_i \) using the prime notation.
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Note that the driving process \( s_i(w_{i-1}) \) in (4.55) continues to be the same gradient noise process from the original recursion (4.37) and is evaluated at \( w_{i-1} \). We can view the long-term model (4.55) as a dynamic recursion that is fed by the gradient noise sequence, \( s_i(w_{i-1}) \). Therefore, assuming both the original system (4.37) and the long-term model (4.55) are launched from the same initial conditions, we observe by iterating (4.55) that \( \tilde{w}'_i \) will still be determined by the past history of the iterates \( \{w_j, j \leq i - 1\} \) through its dependence on the gradient noise process \( \{s_j(w_{j-1}), j \leq i\} \). Therefore, it also holds that \( \tilde{w}'_i \in F_{i-1} \).

Now working with recursion (4.55) is much more tractable because its dynamics is driven by the constant matrix \( H \) as opposed to the random matrix \( H_{i-1} \) in the original error recursion (4.37). We shall therefore follow the following route to evaluate the MSD of the stochastic-gradient algorithm (4.5). We shall work with the long-term model (4.55) and evaluate its MSD. Subsequently, we will argue that, under a condition on the fourth-order moment of the gradient noise process, this MSD value is within \( O(\mu^{3/2}) \) from the true MSD expression that would result had we worked directly with the original error recursion (4.37) without the approximation of ignoring \( \mu c_{i-1} \) in the long-term. Therefore, the MSD expression that we shall derive based on the long-term model (4.55) will provide an accurate representation for the MSD of the original stochastic-gradient algorithm to first-order in \( \mu \).

We already know from the result of Lemma 3.1 that the original error recursion (4.37) is mean-square stable in the sense that \( E \|\tilde{w}_i\|^2 \) tends asymptotically to a region that is bounded by \( O(\mu) \). We now verify that the long-term model (4.55) is also mean-square stable.

---

**Lemma 4.4** (Mean-square stability of long-term model). Assume the conditions under Assumptions 4.1 and 4.2 on the cost function and the gradient noise process hold. Then, for sufficiently small step-sizes, the iterate that is generated by the long-term model (4.55) satisfies:

\[
\limsup_{i \to \infty} E \|\tilde{w}'_i\|^2 = O(\mu)
\] (4.56)
Proof. Note first that since \( \tilde{w}_{i}^{\prime} - 1 \in \mathcal{F}_{i-1} \) and \( \mathbb{E} [ s_{i}(w_{i-1}) | \mathcal{F}_{i-1} ] = 0 \), we conclude from \((4.55)\) that

\[
\mathbb{E} \left[ \| \tilde{w}_{i}^{\prime} \|^2 | \mathcal{F}_{i-1} \right] = \| (I_{M} - \mu H) \tilde{w}_{i-1}^{\prime} \|^2 + \mu^2 \mathbb{E} \| s_{i}(w_{i-1}) | \mathcal{F}_{i-1} \|^2 \tag{4.57}
\]

Taking expectations again, we get

\[
\mathbb{E} \| \tilde{w}_{i}^{\prime} \|^2 = \mathbb{E} \| (I_{M} - \mu H) \tilde{w}_{i-1}^{\prime} \|^2 + \mu^2 \mathbb{E} \| s_{i}(w_{i-1}) \|^2 \tag{4.58}
\]

Using an argument similar to \((2.33)\) and assuming sufficiently small \( \mu \) such that \( \mu < \nu/\delta^2 \), we have:

\[
\| I_{M} - \mu H \|^2 \leq 1 - 2 \mu \nu + \mu^2 \delta^2 \leq 1 - \mu \nu \tag{4.59}
\]

and, therefore,

\[
\mathbb{E} \| \tilde{w}_{i}^{\prime} \|^2 \overset{(4.10)}{\leq} \| I_{M} - \mu H \|^2 \mathbb{E} \| \tilde{w}_{i-1}^{\prime} \|^2 + \mu^2 \left[ \beta^2 \mathbb{E} \| \tilde{w}_{i-1} \|^2 + \sigma_s^2 \right] \overset{(4.59)}{\leq} (1 - \mu \nu) \mathbb{E} \| \tilde{w}_{i-1}^{\prime} \|^2 + \mu^2 \beta^2 \mathbb{E} \| \tilde{w}_{i-1} \|^2 + \mu^2 \sigma_s^2 \tag{4.60}
\]

We already know from \((3.39)\) that sufficiently small step-sizes ensure the convergence of \( \mathbb{E} \| \tilde{w}_{i-1} \|^2 \) towards a region that is bounded by \( O(\mu) \). It follows that

\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_{i}^{\prime} \|^2 \leq \frac{1}{1 - (1 - \mu \nu) \left( \mu^2 \beta^2 \cdot O(\mu) + \mu^2 \sigma_s^2 \right)} = O(\mu) \tag{4.61}
\]

We therefore conclude that \((4.56)\) holds for sufficiently small step-sizes.

\[\square\]

We can also establish the stability of the mean error for the long-term model \((4.55)\) under the Lipschitz property \((4.20)\).

\[\text{Lemma 4.5 (Mean stability of long-term model).} \text{ Assume the requirements under Assumptions 4.1 and 4.2 and condition \((4.20)\) on the cost function and the gradient noise process hold. Then, for sufficiently small step-sizes, the iterates of the long-term model \((4.55)\) are asymptotically zero mean:}\]

\[
\lim_{i \to \infty} \mathbb{E} \tilde{w}_{i}^{\prime} = 0 \tag{4.62}
\]
Proof. The derivation is similar to the argument used to conclude the proof of Lemma 4.2. Specifically, we first use (4.55) to obtain
\[ \mathbb{E} \tilde{w}'_i = (I_M - \mu H) \mathbb{E} \tilde{w}'_{i-1} \]  
(4.63)
And since \( I_M - \mu H \) is a stable matrix for \( \mu \ll 1 \), we conclude that (4.62) holds.

4.4 Size of Approximation Error

We can also examine how close the trajectories of the original error recursion (4.37) and the long-term model (4.55) are to each other. We reproduce both recursions below, with the state variable for the long-term model denoted by \( \tilde{w}'_i \), namely,
\[ \tilde{w}_i = (I_M - \mu H_i) \tilde{w}_{i-1} + \mu s_i(w_{i-1}) \]  
(4.64)
\[ \tilde{w}'_i = (I_M - \mu H) \tilde{w}'_{i-1} + \mu s_i(w_{i-1}) \]  
(4.65)
Observe that both models are driven by the same gradient noise process; in this way, the evolution of the long-term model is coupled to the evolution of the original recursion (but not the other way around). The closeness of the trajectories of both recursions is established under the fourth-order condition (3.50) on the gradient noise process, which we repeat below for ease of reference.

Assumption 4.4 (Conditions on gradient noise). It is assumed that the first and fourth-order conditional moments of the gradient noise process satisfy the following conditions for any iterates \( w \in \mathcal{F}_{i-1} \):
\[ \mathbb{E} \left[ s_i(w) \mid \mathcal{F}_{i-1} \right] = 0 \]  
(4.66)
\[ \mathbb{E} \left[ \|s_i(w)\|^4 \mid \mathcal{F}_{i-1} \right] \leq \beta_i^4 \|w\|^4 + \sigma^4 \]  
(4.67)
almost surely, for some nonnegative coefficients \( \beta_i^4 \) and \( \sigma^4 \). These conditions were shown in (3.55)–(3.56) to imply that the gradient noise process also satisfies for any \( w_{i-1} \in \mathcal{F}_{i-1} \):
\[ \mathbb{E} \left[ s_i(w_{i-1}) \mid \mathcal{F}_{i-1} \right] = 0 \]  
(4.68)
\[ \mathbb{E} \left[ \|s_i(w_{i-1})\|^4 \mid \mathcal{F}_{i-1} \right] \leq \beta_i^4 \|\tilde{w}_{i-1}\|^4 + \sigma^4_{44} \]  
(4.69)
almost surely, for some nonnegative coefficients \( \beta_i^4 \) and \( \sigma^4_{44} \).
The next statement establishes two useful facts: (a) it shows that the mean-square difference between the trajectories \( \{ \tilde{w}_i, \tilde{w}'_i \} \) is asymptotically bounded by \( O(\mu^2) \), and (b) it shows that the MSD values for the original model (4.64) and the long-term model (4.55) are within \( O(\mu^{3/2}) \) from each other.

**Lemma 4.6 (Performance error is \( O(\mu^{3/2}) \)).** Assume the conditions under Assumptions 4.1, 4.3, and 4.4 on the cost function and the gradient noise process are satisfied. It then holds that, for sufficiently small step-sizes:

\[
\begin{align*}
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i - \tilde{w}'_i \|^2 &= O(\mu^2) \quad (4.70) \\
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i \|^2 &= \limsup_{i \to \infty} \mathbb{E} \| \tilde{w}'_i \|^2 + O(\mu^{3/2}) \quad (4.71) \\
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i \|^2_H &= \limsup_{i \to \infty} \mathbb{E} \| \tilde{w}'_i \|^2_H + O(\mu^{3/2}) \quad (4.72)
\end{align*}
\]

where the last line involves weighted norms of \( \{ \tilde{w}'_i, \tilde{w}_i \} \) with weighting matrix equal to \( H \).

**Proof.** Subtracting recursions (4.64) and (4.65) we get

\[
\tilde{w}_i - \tilde{w}'_i = (I_M - \mu H)(\tilde{w}_{i-1} - \tilde{w}'_{i-1}) + \mu c_{i-1} \quad (4.73)
\]

where, from (4.20), \( c_{i-1} = \tilde{H}_{i-1} \tilde{w}_{i-1} \). Using again an argument similar to (2.33) and assuming sufficiently small \( \mu \) such that \( \mu < \nu / \delta^2 \), we have:

\[
\begin{align*}
\| I_M - \mu H \|^2 &\leq 1 - 2\mu \nu + \mu^2 \delta^2 \\
&\leq 1 - \mu \nu \\
&\leq 1 - \mu \nu + \frac{\mu^2 \nu^2}{4} \\
&= \left( 1 - \frac{\mu \nu}{2} \right)^2 \quad (4.74)
\end{align*}
\]

We now call upon Jensen’s inequality (F.26) from the appendix and apply it to the convex function \( f(x) = \| x \|^2 \). Indeed, selecting

\[
t = \frac{\mu \nu}{2} \quad (4.75)
\]

and for any small \( \mu \) that ensures \( 0 < t < 1 \), we can write
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\[
\| (I_M - \mu H)(\bar{w}_{i-1} - \bar{w}'_{i-1}) + \mu c_{i-1} \|^2 \\
= \left\| (1 - t) \frac{1}{1 - t} (I_M - \mu H)(\bar{w}_{i-1} - \bar{w}'_{i-1}) + t \frac{1}{t}(\mu c_{i-1}) \right\|^2 \\
\leq (1 - t) \left\| \frac{1}{1 - t} (I_M - \mu H) \right\|^2 \| \bar{w}_{i-1} - \bar{w}'_{i-1} \|^2 + t \left\| \frac{1}{t}(\mu c_{i-1}) \right\|^2 \\
\overset{(4.74)}{=} \left( 1 - \frac{\mu \nu}{2} \right) \| \bar{w}_{i-1} - \bar{w}'_{i-1} \|^2 + \frac{1}{\mu \nu} \| \mu c_{i-1} \|^2 \\
\overset{(4.75)}{=} \left( 1 - \frac{\mu \nu}{2} \right) \| \bar{w}_{i-1} - \bar{w}'_{i-1} \|^2 + \frac{2}{\mu \nu} \| \mu c_{i-1} \|^2 \\
(4.76)
\]

Using (4.46), we conclude from (4.73) and (4.76) that

\[
E \| \bar{w}_i - \bar{w}'_i \|^2 \leq \left( 1 - \frac{\mu \nu}{2} \right) E \| \bar{w}_{i-1} - \bar{w}'_{i-1} \|^2 + \frac{\mu (\kappa')^2}{2 \nu} E \| \bar{w}_{i-1} \|^4 \\
(4.77)
\]

Now using (3.67) we conclude that (4.70) holds. With regards to (4.71), we note that

\[
E \| \bar{w}'_i \|^2 = E \| \bar{w}'_i - \bar{w}_i + \bar{w}_i \|^2 \\
= E \| \bar{w}'_i - \bar{w}_i \|^2 + E \| \bar{w}_i \|^2 + 2 |E (\bar{w}'_i - \bar{w}_i)^T \bar{w}_i| \\
\leq E \| \bar{w}'_i - \bar{w}_i \|^2 + E \| \bar{w}_i \|^2 + 2 \sqrt{E \| \bar{w}'_i - \bar{w}_i \|^2 E \| \bar{w}_i \|^2} \\
(4.78)
\]

where in the last step we used the property that \( E a^T b \|^2 \leq E \| a \|^2 E \| b \|^2 \) for any two real random vectors \( a \) and \( b \). Therefore, from (3.39) and (4.70) we get

\[
\limsup_{1 \to \infty} \left( E \| \bar{w}'_i \|^2 - E \| \bar{w}_i \|^2 \right) \leq O(\mu^2) + \sqrt{O(\mu^3)} = O(\mu^{3/2}) \\
(4.79)
\]

since \( \mu^2 < \mu^{3/2} \) for small \( \mu \ll 1 \), which establishes (4.71). Similarly, we can write for any two real random vectors \( a \) and \( b \) and constant symmetric positive-definite matrix \( H \):

\[
\|E a^T H b\|^2 \leq E \| a \|^2 E \| H b \|^2 \\
= E \| a \|^2 E \| b \|_{H^2}^2 \\
\overset{(a)}{\leq} \rho^2(H) E \| a \|^2 E \| b \|^2 \\
(4.80)
\]

where the notation \( \| x \|_A^2 \) denotes the weighted quantity \( x^T A x \), and in step (a) we used the Rayleigh-Ritz characterization for the eigenvalues of any symmetric matrix \( A \) [104, 113, 263]:

\[
\lambda_{\min}(A) \| x \|^2 \leq x^T A x \leq \lambda_{\max}(A) \| x \|^2 \\
(4.81)
\]
In particular, by setting $b = a$, it also follows from (4.80) that $E\|a\|^2_H \leq \rho(H)E\|a\|^2$. Therefore, repeating the argument that led to (4.78) using weighted norms we obtain

$$E\|\tilde{w}_i\|^2_H \leq E\|\tilde{w}_i\|^2_H + \rho(H)\left[ E\|\tilde{w}'_i - \tilde{w}_i\|^2 + 2\sqrt{E\|\tilde{w}'_i - \tilde{w}_i\|^2 E\|\tilde{w}_i\|^2} \right]$$

(4.82)

and we arrive at (4.72).

4.5 Performance Metrics

Two useful metrics for assessing the performance of stochastic gradient algorithms are the mean-square-deviation (MSD) and the excess-risk (ER). We define these two measures below before explaining how the long-term model (4.55) can be used to evaluate their values.

**Mean-Square-Deviation (MSD)**

To motivate the definition of the MSD, we first remark that we will be establishing further ahead in (4.97) and (4.128) the following two expressions for the limit superior and limit inferior of the error variance:

$$\limsup_{i \to \infty} E\|\tilde{w}_i\|^2 = \mu \cdot \text{MSD} + o(\mu)$$

(4.83)

$$\liminf_{i \to \infty} E\|\tilde{w}_i\|^2 = \mu \cdot \text{MSD} - o(\mu)$$

(4.84)

for some common positive constant $\text{MSD}$ whose exact value is not relevant for the current discussion. We explained the meaning of the limit superior operation earlier prior to the statement of Lemma 3.1. We can similarly view the limit inferior of a sequence as essentially corresponding to the largest lower bound for the limiting behavior of the sequence; this concept is again useful when the sequence is not necessarily convergent but tends towards a small bounded region [89, 144, 202]. A schematic illustration of the limit superior and limit inferior values for the error variance, $E\|\tilde{w}_i\|^2$, is shown in Figure 4.1. If the sequence happens to be convergent, then both its limit superior and limit inferior values will coincide and they will be equal to the regular limiting value of the sequence.
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Figure 4.1: Schematic illustration of the limit superior and limit inferior bounds on the error variance sequence, $E\|\tilde{w}_i\|^2$.

Now, comparing the first relation (4.83) with (4.2), it is observed that (4.83) characterizes the size of the coefficient of the first-order term in $\mu$ as being equal to $\text{MSD}$. Moreover, if we divide both sides of (4.83) and (4.84) by $\mu$ and compute the limit as $\mu \rightarrow 0$, which corresponds to assuming operation in the slow adaptation regime, then we find that

$$\lim_{\mu \rightarrow 0} \left( \lim_{i \rightarrow \infty} \frac{1}{\mu} E\|\tilde{w}_i\|^2 \right) = \lim_{\mu \rightarrow 0} \left( \lim_{i \rightarrow \infty} \frac{1}{\mu} E\|\tilde{w}_i\|^2 \right) = \text{MSD} \quad (4.85)$$

That is, the limiting values of the scaled limit superior and limit inferior expressions coincide with each other and they are both equal to $\text{MSD}$. This fact indicates that as $\mu \rightarrow 0$, the quantity $\frac{1}{\mu} E\|\tilde{w}_i\|^2$ approaches a limiting value after sufficient iterations and, once multiplied by $\mu$, this limiting value can be used to assess the size of the error variance, $E\|\tilde{w}_i\|^2$, in steady-state. For this reason, we shall define the MSD measure as follows:

$$\text{MSD} \equiv \mu \cdot \left( \lim_{\mu \rightarrow 0} \lim_{i \rightarrow \infty} \frac{1}{\mu} E\|\tilde{w}_i\|^2 \right) \quad (4.86)$$
In view of equality (4.85), we could have also defined the MSD by using the \( \lim inf \) operation in (4.86) instead of the \( \lim sup \) operation. For uniformity throughout this work, we shall adopt the \( \lim sup \) notation.

Sometimes, with some abuse of notation, we write the definition for the MSD more simply, for sufficiently small step-sizes, as follows:

\[
\text{MSD} = \frac{\Delta}{\mu} \lim_{i \to \infty} \mathbb{E} \| \tilde{w}_i \|^2
\]  

with the understanding that this limit is computed as in (4.86) since, strictly speaking, the limit on the right-hand side of (4.87) may not exist. Yet, it is useful to note that derivations that assume the validity of (4.87) still lead to the same expression for the MSD to first-order in \( \mu \) as derivations that rely on the more formal expression (4.86) — this fact can be verified by examining and repeating the proof of Theorem 4.7 further ahead.

**Excess Risk (ER)**

The second useful metric for evaluating the performance of stochastic gradient algorithms relates to the mean excess-cost; which is also called the *excess-risk* (ER) in the machine learning literature [37, 233] and the *excess-mean-square-error* (EMSE) in the adaptive filtering literature [107, 206, 262]. We denote it by the letters ER and, similarly to (4.86), we can motivate the following expression for it:

\[
\text{ER} = \frac{\Delta}{\mu} \lim_{i \to \infty} \frac{1}{\mu} \mathbb{E} \{ J(w_{i-1}) - J(w^0) \} 
\]  

In other words, the ER metric measures the average fluctuation of the cost function around its minimum value in steady-state. Again, we could have used the \( \lim inf \) operation in (4.88) instead of the \( \lim sup \) operation. We again adopt the \( \lim sup \) convention.

Using the smoothness condition (4.20), and result (E.10) from the appendix, we recognize that the mean fluctuation that appears inside (4.88) satisfies:

\[
\lim_{i \to \infty} \frac{\mu}{\mu_i} \mathbb{E} \{ J(w_{i-1}) - J(w^0) \} = \lim_{i \to \infty} \frac{\mu}{\mu_i} \mathbb{E} \| \tilde{w}_{i-1} \|^2_{\mathcal{H}} + O(\mu^{3/2})
\]  

in terms of a weighted mean-square-error norm. The appearance of the \( O(\mu^{3/2}) \) factor in the above expression can be motivated as follows. We
note from expression (E.10) in the appendix that the right-most term in (4.89) should be the asymptotic size of $E \|\tilde{w}_{i-1}\|^3$. We then rely on result (3.67) to note that:

$$\limsup_{i \to \infty} E \|\tilde{w}_{i-1}\|^3 \overset{(F.30)}{\leq} \limsup_{i \to \infty} \left( E \|\tilde{w}_{i-1}\|^4 \right)^{3/4} \overset{(3.67)}{=} \left( O(\mu^2) \right)^{3/4} = O(\mu^{3/2}) \quad (4.90)$$

where in the first line we called upon Jensen’s inequality (F.30) and the fact that the function $f(x) = x^{3/4}$ is concave over the range $x \geq 0$. It follows from (4.88) and (4.89) that we can also evaluate the ER metric by means of the following alternative expression:

$$ER = \mu \cdot \left( \lim_{\mu \to 0} \limsup_{i \to \infty} \frac{1}{\mu} E \|\tilde{w}_{i-1}\|^2 \right) \quad (4.91)$$

Again, with some abuse in notation, we sometimes write more simply either of the following expressions for sufficiently small step-sizes in place of (4.88) and (4.91):

$$ER = \lim_{i \to \infty} E \left\{ J(w_{i-1}) - J(w^o) \right\} \quad (4.92)$$

$$ER = \lim_{i \to \infty} E \|\tilde{w}_{i-1}\|^2 \quad (4.93)$$

with the understanding that the limits in the above two expressions are computed as in (4.88) or (4.91) since, strictly speaking, these limits may not exist. Still, it is useful to note that derivations that assume the validity of (4.92)–(4.93) lead to the same expression for the ER to first-order in $\mu$ as derivations that rely on the more formal expressions (4.88) or (4.91) — this fact can be verified by examining and repeating the proof of Theorem 4.7. We collect the expressions for the MSD and ER measures in the following statement for ease of reference.
Definition 4.2 (Performance measures). The mean-square-deviation (MSD) and excess-risk (ER) performance metrics are defined as follows:

\[
\text{MSD} \triangleq \mu \cdot \left( \lim_{\mu \to 0} \limsup_{i \to \infty} \frac{1}{\mu} \mathbb{E} \| \tilde{w}_i \|^2 \right) \quad (4.94)
\]

\[
\text{ER} \triangleq \mu \cdot \left( \lim_{\mu \to 0} \limsup_{i \to \infty} \frac{1}{\mu} \mathbb{E} \{ J(w_{i-1}) - J(w^o) \} \right) \quad (4.95)
\]

for sufficiently small step-sizes, where the MSD measures the size of the error variance, \( \mathbb{E} \| \tilde{w}_i \|^2 \), in steady-state, while the ER measures the size of the mean fluctuation, \( \mathbb{E} \{ J(w_{i-1}) - J(w^o) \} \), also in steady state. Under result (3.67), and using the Hessian matrix \( H \) from (4.40), the ER expression can also be evaluated as:

\[
\text{ER} = \mu \cdot \left( \lim_{\mu \to 0} \limsup_{i \to \infty} \frac{1}{\mu} \mathbb{E} \| \tilde{w}_{i-1} \|^2 \frac{1}{2} H \right) \quad (4.96)
\]

It is noteworthy to observe from (4.94) and (4.96) that both expressions for the MSD and ER involve squared norms of the error vector, \( \tilde{w}_i \), in steady-state. For this reason, in the argument that follows we will focus on evaluating the limit superior of a \textit{weighted} mean-square-error norm of the form \( \mathbb{E} \| \tilde{w}_i \|^2 \Sigma \), for some positive-definite weighting matrix \( \Sigma \) that we are free to choose. Then, by setting \( \Sigma = I_M \) or \( \Sigma = \frac{1}{2} H \), we will be able to arrive at the MSD and ER values.

Theorem 4.7 (Mean-square-error performance: Real case). Assume the conditions under Assumptions 4.1, 4.2, and 4.4 on the cost function and the gradient noise process hold. Assume further that the step-size is sufficiently small to ensure mean-square stability, as already ascertained by Lemmas 3.1 and 4.4. Then, it holds that

\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i \|^2 = \frac{\mu}{2} \text{Tr} (H^{-1} R_s) + O(\mu^{1+\gamma_m}) \quad (4.97)
\]

\[
\limsup_{i \to \infty} \mathbb{E} \{ J(w_{i-1}) - J(w^o) \} = \frac{\mu}{4} \text{Tr} (R_s) + O(\mu^{1+\gamma_m}) \quad (4.98)
\]

where

\[
\gamma_m \overset{\Delta}{=} \frac{1}{2} \min \{1, \gamma\} > 0 \quad (4.99)
\]
with $0 < \gamma \leq 4$ from (4.19), while $R_s$ and $H$ are defined by (4.12) and (4.40). Consequently, the MSD and ER metrics defined by (4.94) and (4.96) for the stochastic-gradient algorithm (4.5) are given by the following expressions:

\[
\begin{align*}
\text{MSD} & = \frac{\mu}{2} \operatorname{Tr}(H^{-1}R_s) \\
\text{ER} & = \frac{\mu}{4} \operatorname{Tr}(R_s)
\end{align*}
\]

Moreover, for $i \gg 1$, the rate at which the error variance, $E\|\bar{w}_i\|^2$, approaches its steady-state region (4.97) is well-approximated to first-order in $\mu$ by

\[
\alpha = 1 - 2\mu \lambda_{\min}(H)
\]

**Proof.** We introduce the eigen-decomposition $H = U\Lambda U^T$, where $U$ is orthogonal and $\Lambda$ is diagonal with positive entries, and rewrite (4.55) in terms of transformed quantities:

\[
\bar{w}_i = (I - \mu\Lambda)\bar{w}_{i-1} + \mu\bar{s}_i(w_{i-1})
\]

where $\bar{w}_i = U^T\bar{w}'_i$ and $\bar{s}_i(w_{i-1}) = U^T\bar{s}_i(w_{i-1})$. Since the variables $\{\bar{w}'_i, \bar{w}_i\}$ are related to each other via an orthogonal transformation, it is clear that their Euclidean norms are identical and, therefore, $E\|\bar{w}_i\|^2 = E\|\bar{w}'_i\|^2$. It follows that we can rely on the mean-square-error of $\bar{w}_i$ to evaluate the mean-square-deviation (MSD) of the long-term model (4.55). We proceed to derive an expression for the MSD by employing energy conservation arguments [6, 205, 206, 269].

Let $\Sigma$ denote an arbitrary $M \times M$ diagonal matrix with positive entries that we are free to choose. Then, equating the weighted squared norms of both sides of (4.103) and taking expectations conditioned on the past history $\mathcal{F}_{i-1}$ gives:

\[
E\left[\|\bar{w}_i\|_\Sigma^2|\mathcal{F}_{i-1}\right] = E\|\bar{w}_{i-1}\|_{\Sigma'}^2 + \mu^2 E\left[\|\bar{s}_i(w_{i-1})\|_\Sigma^2|\mathcal{F}_{i-1}\right]
\]

where the cross terms are annihilated on the right-hand side because $E[\bar{s}_i(w_{i-1})|\mathcal{F}_{i-1}] = 0$. Moreover, the weighting matrix $\Sigma'$ is given by

\[
\Sigma' \overset{\Delta}{=} (I - \mu\Lambda)\Sigma(I - \mu\Lambda) = \Sigma - 2\mu\Lambda\Sigma + \mu^2\Lambda\Sigma\Lambda
\]

Taking expectations of both sides of (4.104) gives:

\[
E\|\bar{w}_i\|_\Sigma^2 = E\|\bar{w}_{i-1}\|_{\Sigma'}^2 + \mu^2 E\|\bar{s}_i(w_{i-1})\|_\Sigma^2
\]
We now evaluate the two terms that appear on the right-hand side of this expression for \( i \gg 1 \). With regards to the first term, we use expression (4.105) for \( \Sigma' \) to note that:

\[
\mathbb{E} \| \mathbf{w}_{i-1} \|_{\Sigma'}^2 = \mathbb{E} \| \mathbf{w}_{i-1} \|_{\Sigma - 2\mu \Lambda}^2 + \mu^2 \mathbb{E} \| \mathbf{w}_{i-1} \|_{\Lambda' \Sigma \Lambda}^2
\]  

(4.107)

Now since \( \Sigma \) and \( \Lambda \) are diagonal matrices with positive entries, we observe that the rightmost term satisfies:

\[
\mathbb{E} \| \mathbf{w}_{i-1} \|_{\Lambda' \Sigma \Lambda}^2 \leq \rho(\Lambda^2) \cdot \rho(\Sigma) \cdot \mathbb{E} \| \mathbf{w}_{i-1} \|^2 \leq \rho(\Lambda^2) \cdot \text{Tr}(\Sigma) \cdot \mathbb{E} \| \mathbf{w}_{i-1} \|^2
\]  

(4.108)

where \( \rho(A) \) denotes the spectral radius of its matrix argument; obviously, for the matrices \( \Sigma \) and \( \Lambda \), we have that \( \rho(\Lambda) \) is equal to the largest entry in \( \Lambda \) while \( \rho(\Sigma) \) is smaller than the trace of \( \Sigma \). Combining the above result with the fact from (3.39) that the limit superior of \( \mathbb{E} \| \mathbf{w}_{i-1} \|^2 \) is in the order of \( O(\mu) \), we conclude from (4.107) that for \( i \gg 1 \):

\[
\mathbb{E} \| \mathbf{w}_{i-1} \|_{\Sigma'}^2 = \mathbb{E} \| \mathbf{w}_{i-1} \|_{\Sigma - 2\mu \Lambda}^2 + \text{Tr}(\Sigma) \cdot O(\mu^3)
\]  

(4.109)

where we are keeping the factor \( \text{Tr}(\Sigma) \) explicit in the rightmost term for later use in (4.129).

We next evaluate the second term on the right-hand side of (4.106). To do so, we shall call upon the results of Lemma 4.1. We start by noting that

\[
\mathbb{E} \| \mathbf{s}_i(\mathbf{w}_{i-1}) \|_{\Sigma}^2 = \text{Tr} \left[ \Sigma \mathbb{E} \left( \mathbf{s}_i(\mathbf{w}_{i-1}) (\mathbf{s}_i(\mathbf{w}_{i-1}))^T \right) \right] = \text{Tr} \left[ \mathbf{U} \Sigma \mathbf{U}^T \mathbb{E} \left( \mathbf{s}_i(\mathbf{w}_{i-1}) (\mathbf{s}_i(\mathbf{w}_{i-1}))^T \right) \right]
\]  

(4.110)

where the covariance matrix \( \mathbb{E} \mathbf{s}_i(\mathbf{w}_{i-1}) (\mathbf{s}_i(\mathbf{w}_{i-1}))^T \) was already evaluated earlier in (4.33). Using that result, and the sub-multiplicative property of norms, namely, \( \| AB \| \leq \| A \| \| B \| \), we conclude that:

\[
\limsup_{i \to \infty} \left\| \mathbf{U} \Sigma \mathbf{U}^T \mathbb{E} \mathbf{s}_i(\mathbf{w}_{i-1}) (\mathbf{s}_i(\mathbf{w}_{i-1}))^T - \mathbf{U} \Sigma \mathbf{U}^T \mathbf{R}_s \right\| = O(\mu^{\gamma'/2})
\]  

(4.111)

where \( \gamma' \) was defined in (4.32) as \( \gamma' = \min \{ \gamma, 2 \} \). Consequently, as stated earlier prior to (4.34), since \( |\text{Tr}(X)| \leq c \| X \| \) for any square matrix \( X \), we have that:

\[
\limsup_{i \to \infty} \left| \mathbb{E} \| \mathbf{s}_i(\mathbf{w}_{i-1}) \|_{\Sigma}^2 - \text{Tr}(\mathbf{U} \Sigma \mathbf{U}^T \mathbf{R}_s) \right| = O(\mu^{\gamma'/2}) \triangleq b_1
\]  

(4.112)

in terms of the absolute value of the difference. We are denoting the value of the limit superior by the nonnegative number \( b_1 \); we know from (4.112) that \( b_1 = O(\mu^{\gamma'/2}) \). The same argument that led to (4.26) then leads to

\[
\text{Tr}(\mathbf{U} \Sigma \mathbf{U}^T \mathbf{R}_s) - b_o \leq \mathbb{E} \| \mathbf{s}_i(\mathbf{w}_{i-1}) \|_{\Sigma}^2 \leq \text{Tr}(\mathbf{U} \Sigma \mathbf{U}^T \mathbf{R}_s) + b_o
\]  

(4.113)
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for \( i \gg 1 \) and for some nonnegative constant \( b_o = O(\mu^{\gamma/2}) \). It follows from (4.113) that we can also write, for \( i \gg 1 \):

\[
E \| \bar{s}_i(w_i - 1) \|_2^2 = \text{Tr}(U\Sigma U^T R_s) + O(\mu^{\gamma/2}) \quad (4.114)
\]

Substituting results (4.109) and (4.113) into the variance relation (4.106) we obtain for \( i \gg 1 \) that:

\[
E \| w_i \|_2^2 \Sigma \leq E \| w_i - 1 \|_2^2 \Sigma - 2\mu \Lambda \Sigma + \mu^2 \left( \text{Tr}(U\Sigma U^T R_s) + b_o \right) + O(\mu^3) \quad (4.115)
\]

and

\[
E \| w_i \|_2^2 \Sigma \geq E \| w_i - 1 \|_2^2 \Sigma - 2\mu \Lambda \Sigma + \mu^2 \left( \text{Tr}(U\Sigma U^T R_s) - b_o \right) + O(\mu^3) \quad (4.116)
\]

Using the sub-additivity and super-additivity properties of the limit superior and limit inferior operations, namely, for bounded sequences \( a(i) \) and \( b(i) \):

\[
\limsup_{i \to \infty} (a(i) + b(i)) \leq \limsup_{i \to \infty} a(i) + \limsup_{i \to \infty} b(i) \quad (4.117)
\]

\[
\liminf_{i \to \infty} (a(i) + b(i)) \geq \liminf_{i \to \infty} a(i) + \liminf_{i \to \infty} b(i) \quad (4.118)
\]

we conclude from (4.115) and (4.116) that

\[
\limsup_{i \to \infty} E \| w_i \|_2^2 \Sigma \leq \limsup_{i \to \infty} E \| w_i - 1 \|_2^2 \Sigma - 2\mu \Lambda \Sigma + \mu^2 \left( \text{Tr}(U\Sigma U^T R_s) + b_o \right) + O(\mu^3) \quad (4.119)
\]

and

\[
\liminf_{i \to \infty} E \| w_i \|_2^2 \Sigma \geq \liminf_{i \to \infty} E \| w_i - 1 \|_2^2 \Sigma - 2\mu \Lambda \Sigma + \mu^2 \left( \text{Tr}(U\Sigma U^T R_s) - b_o \right) + O(\mu^3) \quad (4.120)
\]

Grouping terms we get:

\[
\limsup_{i \to \infty} E \| w_i \|_2^2 \mu \Lambda \Sigma \leq \mu^2 \left( \text{Tr}(U\Sigma U^T R_s) + b_o \right) + O(\mu^3) \quad (4.121)
\]

and

\[
\liminf_{i \to \infty} E \| w_i \|_2^2 \mu \Lambda \Sigma \geq \mu^2 \left( \text{Tr}(U\Sigma U^T R_s) - b_o \right) + O(\mu^3) \quad (4.122)
\]

and, consequently, by eliminating a common factor \( \mu \) from all terms and using the fact that the limit inferior of a sequence is upper bounded by its limit superior, we obtain the following inequality relation:

\[
\mu \left( \text{Tr}(U\Sigma U^T R_s) - b_o \right) + O(\mu^2) \leq \liminf_{i \to \infty} E \| w_i \|_2^2 \mu \Lambda \Sigma \leq \mu \left( \text{Tr}(U\Sigma U^T R_s) + b_o \right) + O(\mu^2) \quad (4.123)
\]
Recalling that \( b_o = O(\mu^{\gamma'/2}) \) and \( 0 < \frac{\gamma'}{2} \leq 1 \) so that \( \mu b_o \) dominates \( O(\mu^2) \) for small \( \mu \), we conclude that the limit superior and limit inferior of the error variance satisfy:

\[
\limsup_{i \to \infty} \mathbb{E} \left\| \frac{w_i}{2} \right\|_{2}^2 \Lambda \Sigma = \mu \text{Tr} \left( U \Sigma U^T R_s \right) + O \left( \mu^{\min\left\{2, 1+\frac{\gamma}{2} \right\}} \right) \tag{4.124}
\]

\[
\liminf_{i \to \infty} \mathbb{E} \left\| \frac{w_i}{2} \right\|_{2}^2 \Lambda \Sigma = \mu \text{Tr} \left( U \Sigma U^T R_s \right) - O \left( \mu^{\min\left\{2, 1+\frac{\gamma}{2} \right\}} \right) \tag{4.125}
\]

Continuing with (4.124), and since we are free to choose \( \Sigma \), we let \( \Sigma = \frac{1}{2} \Lambda^{-1} \) so that the variance term on the left-hand side of (4.124) becomes \( \mathbb{E} \left\| \frac{w_i}{2} \right\|^2 \).

Recalling that \( \left\| \frac{w_i}{2} \right\| = \left\| \tilde{w}_i \right\| \) and noting that \( U \Sigma U^T = \frac{1}{2} H^{-1} \), we arrive at

\[
\limsup_{i \to \infty} \mathbb{E} \left\| \tilde{w}_i \right\|^2 = \frac{\mu}{2} \text{Tr} \left( H^{-1} R_s \right) + O \left( \mu^{\min\left\{2, 1+\frac{\gamma}{2} \right\}} \right) \tag{4.126}
\]

However, we know from result (4.71) that the error variance of the stochastic-gradient algorithm (4.5) is within \( O(\mu^{3/2}) \) from the error variance of the long-term model, which is given by the above expression. We therefore need to adjust the exponent of \( \mu \) inside the big-O term to arrive at the desired expression (4.97) where the factor of 2 is replaced by \( 3/2 \) since

\[
\min \left\{ \frac{3}{2}, 2, 1 + \frac{\gamma}{2} \right\} = \min \left\{ \frac{3}{2}, 1 + \frac{\gamma}{2} \right\} \tag{4.127}
\]

Likewise, if we select \( \Sigma = \frac{1}{2} I_M \), then a similar argument leads to (4.98). Returning to (4.125), the argument that led to (4.126) would similarly imply that

\[
\liminf_{i \to \infty} \mathbb{E} \left\| \tilde{w}_i \right\|^2 = \frac{\mu}{2} \text{Tr} \left( H^{-1} R_s \right) - o(\mu) \tag{4.128}
\]

Although this result is unnecessary for the argument in this proof, we nevertheless established it because it was used earlier in (4.84) while motivating the definition of the MSD metric.

With regards to the rate at which \( \mathbb{E} \left\| \tilde{w}_i \right\|^2 \) approaches its steady-state region (4.97) (and likewise for \( \mathbb{E} \left\| \tilde{w}_i \right\|^2 \)) we refer back to (4.106) and substitute (4.109) and (4.114) to rewrite the former relation as follows for \( i \gg 1 \):

\[
\mathbb{E} \left\| \tilde{w}_i \right\|^2 \Sigma = \mathbb{E} \left\| \tilde{w}_{i-1} \right\|^2 \left( I_M - 2\mu \Lambda \right) \Sigma + \mu^2 \text{Tr} (\Sigma U^T R_s U) + \text{Tr} (\Sigma) \cdot o(\mu^2) \tag{4.129}
\]

where we replaced the approximation error by \( o(\mu^2) \) for brevity; it is sufficient to know for the current argument that the power of \( \mu \) is strictly larger than two. For compactness of notation, we introduce the matrices

\[
D \overset{\Delta}{=} I_M - 2\mu \Lambda, \quad Y \overset{\Delta}{=} U^T R_s U \tag{4.130}
\]
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It is clear that the matrix $D$ is stable for sufficiently small step-sizes and, moreover,
\[
\rho(D) = 1 - 2\mu\lambda_{\text{min}}(H) \tag{4.130}
\]
where we used the fact that the eigenvalues of $\Lambda$ coincide with the eigenvalues of $H$ and they are all positive. Therefore, $D^i \to 0$ as $i \to \infty$ and, moreover,
\[
\sum_{n=0}^{\infty} D^n = (I_M - D)^{-1} = \frac{1}{2\mu} \Lambda^{-1} \tag{4.132}
\]
so that
\[
o(\mu^2) \cdot \text{Tr} \left( \sum_{n=0}^{\infty} D^n \right) = o(\mu) \tag{4.133}
\]
These two conclusions are used in the sequel. Indeed, from (4.129) we have that for any $i \gg 1$:
\[
\mathbb{E} \left\| \mathbf{w}_i \right\|^2_{\Sigma} = \mathbb{E} \left\| \mathbf{w}_{i-1} \right\|^2_{D\Sigma} + \mu^2 \text{Tr}(\Sigma Y) + \text{Tr}(\Sigma) \cdot o(\mu^2) \tag{4.134}
\]
By setting $\Sigma$ successively equal to the choices \{ $I_M$, $D$, $D^2$, $D^3$ \ldots \}, and by iterating the above recursion, we deduce that
\[
\mathbb{E} \left\| \mathbf{w}_i \right\|^2 = \mathbb{E} \left\| \mathbf{w}_{i-1} \right\|^2_{D^{i+1}} + \mu^2 \sum_{n=0}^{i} \text{Tr}(D^n Y) + o(\mu^2) \cdot \sum_{n=0}^{i} \text{Tr}(D^n) \tag{4.135}
\]
The first-term on the right-hand side corresponds to a transient component that dies out with time. The rate of its convergence towards zero determines the rate of convergence of $\mathbb{E} \left\| \mathbf{w}_i \right\|^2$ towards its steady-state region. This rate can be characterized as follows. We express the weighted variance of $\mathbf{w}_{i-1}$ as the following trace relation in terms of its un-weighted covariance matrix:
\[
\mathbb{E} \left\| \mathbf{w}_{i-1} \right\|^2_{D^{i+1}} = \mathbb{E} \left( \mathbf{w}_{i-1}^* D^{i+1} \mathbf{w}_{i-1} \right) = \text{Tr} \left( D^{i+1} \mathbb{E} \mathbf{w}_{i-1}^* \mathbf{w}_{i-1} \right) \tag{4.136}
\]
Then, it is clear that the convergence rate of the transient component is dictated by $\rho(D)$ since this value characterizes the slowest rate at which the transient term dies out. We conclude that the convergence rate of $\mathbb{E} \left\| \mathbf{w}_i \right\|^2$ towards the steady-state regime is also dictated by $\rho(D)$, which we can approximate to first-order in $\mu$ by expression (4.102).

Additionally, if desired, computing the limit superior of both sides of (4.135), and using (4.133), we can re-derive the MSD value for the algorithm in an alternative route as follows. Note that
\[
\limsup_{i \to \infty} \mathbb{E} \left\| \mathbf{w}_i \right\|^2 = \mu^2 \left( \sum_{n=0}^{\infty} \text{Tr}(D^n Y) \right) + o(\mu) \tag{4.137}
\]
where the first term on the right-hand side is actually $O(\mu)$ and dominates the second term since
\[
\mu^2 \left( \sum_{n=0}^{\infty} \text{Tr} \left( D^n Y \right) \right) = \mu^2 \text{Tr} \left[ (I_M + D + D^2 + D^3 + \ldots) Y \right] \\
= \mu^2 \text{Tr} ((I_M - D)^{-1} Y) \\
= \frac{\mu}{2} \text{Tr} (\Lambda^{-1} Y) \\
= O(\mu) \quad (4.132)
\]
If we now use the substitutions $Y = U^T R_s U$, $\Lambda^{-1} = U^T H^{-1} U$, and $\bar{w}_i = U^T \tilde{w}'_i$, we conclude that
\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}'_i \|^2 = \frac{\mu}{2} \text{Tr} (H^{-1} R_s) + o(\mu) \quad (4.139)
\]
which is in agreement with (4.126).

Results (4.100)–(4.101) are useful expressions that apply to general $\nu$–strongly convex functions $J(w)$ that satisfy Assumptions 4.1 and 4.3. The following example shows that the approximation error in expressions (4.97)–(4.98) can be replaced by $O(\mu^2)$ in the quadratic case.

**Example 4.2 (Quadratic cost functions).** When $J(w)$ happens to be quadratic in $w$, as is the case with the mean-square-error cost of Example 3.1, then the matrices $H_{i-1}$ and $H$ defined by (4.38) and (4.39), respectively, will coincide with each other since the Hessian matrix $\nabla^2 w J(w)$ will be constant for all $w$. Thus, in this case $H_{i-1} \equiv H = \nabla^2 w J(w^o)$. As a result, the perturbation term $\mu \epsilon_{i-1}$ in (4.41) will be identically zero and recursions (4.37) and (4.55) will therefore coincide. Both models will then have the same MSD expressions. Therefore, we can rely on expression (4.126) without the need for the adjustment by $O(\mu^{3/2})$. We know from (4.16) that $\gamma = 2$ for mean-square-error costs. Using this value for $\gamma$ in (4.126), we arrive at
\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i \|^2 = \frac{\mu}{2} \text{Tr} (H^{-1} R_s) + O(\mu^2) \quad (4.140)
\]
with an approximation error in the order of $O(\mu^2)$ rather than the term $O(\mu^{3/2})$ that would result from (4.97)–(4.98). Likewise, we obtain
\[
\limsup_{i \to \infty} \mathbb{E} \{ J(w_{i-1}) - J(w^o) \} = \frac{\mu}{4} \text{Tr} (R_s) + O(\mu^2) \quad (4.141)
\]
4.5. Performance Metrics

In re-deriving this expression for the ER, we called upon expression (E.20) in the appendix where it is shown that for quadratic costs, expression (4.89) is replaced by the exact relation

$$\limsup_{i \to \infty} E \left\{ J(w_{i-1}) - J(w^o) \right\} = \limsup_{i \to \infty} E \| \tilde{w}_{i-1} \|^2_H$$

(4.142)

without the $O(\mu^{3/2})$ correction term that appeared in (4.89).

The resulting expressions for the MSD and ER performance metrics will continue to be:

$$\text{MSD} = \frac{\mu}{2} \text{Tr} \left( H^{-1} R_s \right)$$

(4.143)

$$\text{ER} = \frac{\mu}{4} \text{Tr} \left( R_s \right)$$

(4.144)

With regards to the convergence rate, we use $\gamma = 2$ (and, hence, $\gamma' = 2$) in (4.114) and recognize that the $o(\mu^2)$ term in (4.129) will be replaced by $O(\mu^4)$.

Continuing with the derivation, we will then conclude that the approximation error $o(\mu)$ in (4.137) is replaced by $O(\mu^2)$ and the convergence rate expression (4.102) will still hold in the quadratic case:

$$\alpha = 1 - 2\mu \lambda_{\min}(H)$$

(4.145)

The examples that follow show how expressions (4.100)–(4.101) can be used to recover classical results for mean-square-error adaptation and learning.

Example 4.3 (Performance of LMS adaptation). We reconsider the LMS recursion (3.13). We know from Example 3.3 and (4.13) that this situation corresponds to $H = 2R_u$ and $R_s = 4\sigma_v^2 R_u$. Substituting into (4.100)–(4.101) leads to the following well-known expressions for the performance of the LMS filter for sufficiently small step-sizes — see [96, 97, 100, 107, 114, 130, 206, 261, 262]:

$$\text{MSD} = \mu M \sigma_v^2 = O(\mu)$$

(4.146)

$$\text{EMSE} = \mu \sigma_v^2 \text{Tr}(R_u) = O(\mu)$$

(4.147)

where we are replacing ER by the notation EMSE, which is more common in the adaptive filtering literature.

Figure 4.2 illustrates this situation numerically. The figure plots the evolution of the ensemble-average learning curve, $E \| \tilde{w}_i \|^2$, over $i$; the curve is generated by averaging the trajectories $\{ \| \tilde{w}_i \|^2 \}$ over 2000 repeated experiments. The label on the vertical axis in the figure refers to the learning
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\[ M = 10, \sigma_v^2 = 0.010, R_u = 2I_M, \mu = 0.0025 \]

---

**Figure 4.2:** Learning curve, \( E \|\tilde{w}_i\|^2 \), for the LMS rule (3.13) obtained by averaging over 2000 repeated experiments using \( M = 10, \sigma_v^2 = 0.010, R_u = 2I_M \), and \( \mu = 0.0025 \). The horizontal dashed line indicates the steady-state MSD level predicted by the theoretical expression (4.146).

---

The learning curve \( E \|\tilde{w}_i\|^2 \) is represented by writing MSD\((i)\), with an iteration index \( i \). Each experiment involves running the LMS recursion (3.13) on data \( \{d(i), u_i\} \) generated according to the model \( d(i) = u_i w^o + v(i) \) with \( M = 10, \sigma_v^2 = 0.010, R_u = 2I_M \), and using \( \mu = 0.0025 \). The unknown vector \( w^o \) is generated randomly and its norm is normalized to one. It is seen in the figure that the learning curve tends to the MSD value predicted by the theoretical expression (4.146).

---

**Example 4.4 (Performance of logistic learners).** We reconsider the stochastic-gradient algorithm (3.16) from Example 3.2 for logistic regression. The absolute component of the gradient noise in that example is given by

\[
 s_i(w^o) = \rho w^o - \gamma(i) h_i \left( \frac{1}{1 + e^{\gamma(i)h_i^T w^o}} \right)
\]  

(4.148)
with covariance matrix

\[ R_s \triangleq \mathbb{E} \left\{ h_i h_i^T \cdot \left( \frac{1}{1 + e^{\gamma(i) w^o}} \right)^2 \right\} - \rho^2 w^o (w^o)^T \]  

(4.149)

Note in particular that \( R_s \leq R_h \). Calling upon expression (4.101), we conclude that the excess-risk measure is given by

\[ \text{ER} = \frac{\mu}{4} \text{Tr}(R_s) \leq \frac{\mu}{4} \text{Tr}(R_h) = O(\mu) \]  

(4.150)

Figure 4.3: Learning curve, \( \mathbb{E} \{ J(w_{i-1}) - J(w^o) \} \), for the logistic rule (3.16) obtained by averaging over 100 repeated experiments using \( M = 50, \rho = 10, \) and \( \mu = 4 \times 10^{-5} \). The horizontal dashed line indicates the steady-state ER level predicted by the theoretical expression (4.150).

Figure 4.3 illustrates this situation numerically. The figure plots the evolution of the ensemble-average excess-risk curve, \( \mathbb{E} \{ J(w_{i-1}) - J(w^o) \} \), over \( i \); the curve is generated by averaging the curves \( \{ J(w_{i-1}) - J(w^o) \} \) over 100 repeated experiments. The label on the vertical axis in the figure refers to the learning curve \( \mathbb{E} \{ J(w_{i-1}) - J(w^o) \} \) by writing ER(i), with an iteration index \( i \). Each experiment involves running the logistic recursion (3.16) on data \( \{ \gamma(i), h_i \} \) with \( M = 50, \rho = 10, \) and \( \mu = 1 \times 10^{-4} \). The data used for the
simulation originate from the alpha data set [223]; we use the first 50 features for illustration purposes so that \( M = 50 \). To generate the trajectories for the experiments in this example, the optimal \( w^o \) and the gradient noise covariance matrix, \( R_s \), are first estimated off-line by applying a batch algorithm to all data points. For the data used in this example we have \( \text{Tr}(R_s) \approx 131.48 \) and \( \text{Tr}(R_h) \approx 528.10 \). It is seen in the figure that the learning curve tends to the ER value predicted by the theoretical expression (4.150).

\[ \begin{align*}
\text{Example 4.5 (Performance of online learners).} & \text{ More generally, consider a stand-alone learner receiving a streaming sequence of independent data vectors } \{ x_i, i \geq 0 \} \text{ that arise from some fixed probability distribution } \mathcal{X}. \text{ The goal is to learn the vector } w^o \text{ that optimizes some } \nu \text{-strongly convex risk function } J(w) \text{ defined in terms of a loss function [236, 252]:} \\
& \quad w^o \triangleq \arg \min_w J(w) = \arg \min_w \mathbb{E} Q(w; x_i) \\
& \text{The learner seeks } w^o \text{ by running the stochastic-gradient algorithm:} \\
& \quad w_i = w_{i-1} - \mu \nabla w^t Q(w_{i-1}; x_i), \quad i \geq 0 \\
& \text{so that the gradient noise vector is given by} \\
& \quad s_i(w_{i-1}) = \nabla w^t Q(w_{i-1}; x_i) - \nabla w^t J(w_{i-1}) \\
& \text{Since } \nabla w J(w^o) = 0, \text{ and since the distribution of } x_i \text{ is assumed stationary, it follows that the covariance matrix of } s_i(w^o) \text{ is constant and given by} \\
& \quad R_s = \mathbb{E} \nabla w^t Q(w^o; x_i) \nabla w Q(w^o; x_i) \\
& \text{The excess-risk measure that will result from this stochastic implementation is then given by (4.101) so that} \\
& \quad \text{ER} = \frac{\mu}{4} \text{Tr}(R_s)
\end{align*} \]

\[ 4.6 \text{ Performance in the Complex Domain} \]

We now extend the performance results of the previous sections to the complex domain in which case the argument \( w \in \mathbb{C}^M \) is complex-valued. We explained in Sec. 3.6 that the strongly convex function, \( J(w) \in \mathbb{R} \), is now required to satisfy condition (3.114), namely,

\[ 0 < \frac{\nu}{h} I_{hM} \leq \nabla_w^2 J(w) \leq \frac{\delta}{h} I_{hM} \]
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in terms of the data-type variable

\[ h \triangleq \begin{cases} 
1, & \text{when } w \text{ is real} \\ 
2, & \text{when } w \text{ is complex} 
\end{cases} \tag{4.157} \]

As was the case in the real domain, we continue to assume that the now $2M \times 2M$ Hessian matrix of $J(w)$ satisfies the local Lipschitz condition (4.18).

We also explained that the constant step-size stochastic gradient recursion is given by

\[ w_i = w_{i-1} - \mu \nabla_w^* J(w_{i-1}), \quad i \geq 0 \tag{4.158} \]

and that the gradient noise process is now complex-valued as well, i.e.,

\[ s_i(w_{i-1}) \triangleq \nabla_w^* J(w_{i-1}) - \nabla_w^* J(w_{i-1}) \tag{4.159} \]

The first and second-order moments of this noise process are assumed to satisfy the same conditions in Assumption 3.4. The result in Theorem 4.8 further ahead extends the conclusion from Theorem 4.7 to the complex case. Comparing the performance expressions in the lemma below to the earlier expressions in the real case from Theorem 4.7, we observe that in the MSD case, two moment matrices are now involved, and which are denoted by $R_s$ and $R_q$. These matrices are defined as follows.

For any $w \in \mathcal{F}_{i-1}$, we introduce the extended gradient noise vector of size $2M \times 1$:

\[ s_i^e(w) \triangleq \begin{bmatrix} s_i(w) \\ (s_i^*(w))^\top \end{bmatrix} \tag{4.160} \]

where we are using the superscript “e” to denote the extended variable. We then let

\[ R_{s,i}^e(w) \triangleq \mathbb{E} \left[ s_i^e(w)s_i^e(w) | \mathcal{F}_{i-1} \right] \tag{4.161} \]

declare the conditional second-order moment of this extended noise process. It is a $2M \times 2M$ matrix whose blocks are given by

\[ R_{s,i}^e(w) = \begin{bmatrix} \mathbb{E} s_i(w)s_i^*(w) & \mathbb{E} s_i(w)s_i^\top(w) \\ \mathbb{E} (s_i(w)s_i^\top(w))^\ast & \mathbb{E} (s_i(w)s_i^*(w))^\top \end{bmatrix} \tag{4.162} \]
Compared with the earlier definition (4.11) in the real case, we see that now two moment quantities of the form $E s_i (w) s_i^* (w)$ and $E s_i (w) s_i^T (w)$ appear in (4.162), with the first one using conjugate transposition and the second one using standard transposition. We assume that, in the limit, these moment matrices tend to constant values when evaluated at $w_o$ and we denote their limits by

$$R_s \triangleq \lim_{i \to \infty} E \left[ s_i (w^o) s_i^* (w^o) \right| \mathcal{F}_{i-1}$$

(4.163)

$$R_q \triangleq \lim_{i \to \infty} E \left[ s_i (w^o) s_i^T (w^o) \right| \mathcal{F}_{i-1}$$

(4.164)

Comparing (4.163) with (4.164) we see that $s_i^* (w)$ is used in the expression for $R_s$ while $s_i^T (w)$ is used in the expression for $R_q$. The two moment matrices, $\{R_s, R_q\}$, are in general different. It is the first moment, $R_s$, that is an actual covariance matrix in the complex domain (and is therefore Hermitian and non-negative definite), while the second moment, $R_q$, is symmetric. Both matrices $\{R_s, R_q\}$ are needed to characterize the second-order moment of $s_i (w^o)$ in the complex domain. When $s_i (w^o)$ happens to be real-valued, then $R_s$ and $R_q$ will obviously coincide. Nevertheless, we will continue to use the universal notation $R_s$ (and not $R_q$) to denote the covariance matrix of $s_i (w^o)$. In other words, whether $s_i (w^o)$ is real or complex-valued, the notation $R_s$ will always denote its limiting covariance matrix:

$$R_s \triangleq \begin{cases} \lim_{i \to \infty} E \left[ s_i (w^o) s_i^T (w^o) \right| \mathcal{F}_{i-1} & \text{(for real data)} \\ \lim_{i \to \infty} E \left[ s_i (w^o) s_i^* (w^o) \right| \mathcal{F}_{i-1} & \text{(for complex data)} \end{cases}$$

(4.165)

Before establishing the next result, we mention that the smoothness condition (4.19) takes the following form in the complex case in terms of the extended covariance matrix:

$$\left\| R_{s,i}^e (w^o + \Delta w) - R_{s,i}^e (w^o) \right\| \leq \kappa_2 \| \Delta w \|^\gamma$$

(4.166)

for small perturbations $\| \Delta w \| \leq \epsilon$, and for some constant $\kappa_2 \geq 0$ and exponent $0 < \gamma \leq 4$. 
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**Theorem 4.8 (Mean-square-error performance: Complex case).** Assume the cost function $J(w)$ satisfies conditions (4.156) and (4.18). Assume further that the gradient noise process satisfies the conditions in Assumption 3.4 and the smoothness condition (4.166), and that the step-size is sufficiently small to ensure mean-square stability, as already ascertained by Lemma 3.5. Then, it holds that

\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i \|^2 = \frac{\mu}{4} \text{Tr} \left( H^{-1} \begin{bmatrix} R_s & R_q \\ R_q^* & R_s^T \end{bmatrix} \right) + O(\mu^{1+\gamma_m}) \tag{4.167}
\]

\[
\limsup_{i \to \infty} \mathbb{E} \{ J(w_{i-1}) - J(w^o) \} = \frac{\mu}{2} \text{Tr} (R_s) + O(\mu^{1+\gamma_m}) \tag{4.168}
\]

where

\[
\gamma_m \triangleq \frac{1}{2} \min \{ 1, \gamma \} > 0 \tag{4.169}
\]

and $\gamma \in (0, 4]$ is from (4.166). Moreover, $\{ R_s, R_q \}$ are defined by (4.163)–(4.164) and $H = \nabla_w^2 J(w^o)$ is $2M \times 2M$. Consequently, the MSD and ER metrics for the complex stochastic-gradient algorithm (4.158) are given by:

\[
\text{MSD} = \frac{\mu}{4} \text{Tr} \left( H^{-1} \begin{bmatrix} R_s & R_q \\ R_q^* & R_s^T \end{bmatrix} \right) \tag{4.170}
\]

\[
\text{ER} = \frac{\mu}{2} \text{Tr} (R_s) \tag{4.171}
\]

Moreover, for $i \gg 1$, the rate at which the error variance, $\mathbb{E} \| \tilde{w}_i \|^2$, approaches its steady-state region is well-approximated to first-order in $\mu$ by

\[
\alpha = 1 - 2\mu \lambda_{\text{min}}(H) \tag{4.172}
\]

When $J(w)$ is quadratic in $w$, the approximation errors in (4.167)–(4.168) are replaced by $O(\mu^2)$.

**Proof.** We explained in the proof of Lemma 3.5 that results for the complex recursion (4.158) can be recovered by working with the following recursion in terms of an extended $2M \times 1$ real variable $v_i$:

\[
v_i = v_{i-1} - \mu' \nabla_{\tilde{v}^T} J(v_{i-1}) \tag{4.173}
\]

where $\mu' = \mu/2$ and $v_i = \text{col}\{ x_i, y_i \}$ in terms of the real and imaginary parts of $w_i = x_i + jy_i$. The gradient noise process that is associated with this $v$-domain recursion was denoted by

\[
t_i(v_{i-1}) \triangleq \nabla_{\tilde{v}^T} J(v_{i-1}) - \nabla_{\tilde{v}^T} J(v_{i-1}) \tag{4.174}
\]
and it was shown in (3.150) to be given by

\[ t_i(v_{i-1}) = 2 \begin{bmatrix} s_{R,i}(w_{i-1}) \\ s_{I,i}(w_{i-1}) \end{bmatrix} \]  

(4.175)

in terms of the real and imaginary parts of the original gradient noise vector \( s_i(w_{i-1}) \), defined by (4.159):

\[ s_i(w_{i-1}) \triangleq s_{R,i}(w_{i-1}) + js_{I,i}(w_{i-1}) \]  

(4.176)

Therefore, in order to apply the results of Theorem 4.7 to the \( v \)-domain recursion (4.173) under the conditions in Assumption 3.4, we need to determine two quantities:

(a) First, we need to determine an expression for the Hessian matrix of the cost function \( J(v) \), in the \( v \)-domain, which will play the role of the matrix \( H \) in expressions (4.100)–(4.101).

(b) Second, we need to determine an expression for the second-order moment of the noise component, \( t_i(v^o) \), which will play the role of \( R_s \) in the same expressions (4.100)–(4.101).

With regards to the Hessian matrix, we recall result (B.26) from the appendix, which relates the Hessian matrix of \( J(v) \) in the \( v \)-domain to the complex Hessian matrix of \( J(w) \) in the \( w \)-domain, and use it to write

\[ \nabla^2_v J(v^o) = D^* \left[ \nabla^2_w J(w^o) \right] D = D^*HD \]  

(4.177)

in terms of the matrix \( D \) defined by (B.27) and which satisfies \( DD^* = 2I_{2M} \). Note that this result also implies that \( \nabla^2_v J(v^o) \) is similar to \( 2H \) so that

\[ \lambda_{\min} \left( \nabla^2_v J(v^o) \right) = 2\lambda_{\min}(H) \]  

(4.178)

With regards to the second-order moment of the absolute component of \( t_i(v_{i-1}) \), we let

\[ R_t \triangleq \lim_{i \to \infty} \mathbb{E} \left[ t_i(v^o)t_i^T(v^o) | \mathcal{F}_{i-1} \right] \]  

(4.179)

Using (4.175), as well as definitions (4.163)–(4.164) for the second-order moments \( \{R_s, R_q\} \) associated with the original gradient noise component, \( s_i(w^o) \), it can be verified that

\[ DR_tD^* = 4 \lim_{i \to \infty} \mathbb{E} \left( \begin{bmatrix} s_i(w^o)s_i^*(w^o) & s_i(w^o)s_i^T(w^o) \\ (s_i(w^o)s_i^T(w^o))^* & (s_i(w^o)s_i^*(w^o))^T \end{bmatrix} \right) \]

\[ \triangleq 4 \begin{bmatrix} R_s & R_q \\ R_q^* & R_s^T \end{bmatrix} \]  

(4.180)
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We already know from (3.152)–(3.153) and (3.168) that the second and fourth-order moments of the gradient noise process \( t_i(v_{i-1}) \) satisfy conditions similar to (4.9)–(4.10) and (4.67) in the real case. Therefore, the results of Theorem 4.7 can be applied to the \( v \)-domain recursion (4.173). Let

\[
m \triangleq 1 + \gamma_m
\]

We conclude from the expressions in Theorem 4.7 that the limit superior for each of the error variance and the mean fluctuation for the \( v \)-domain recursion are given by (using \( \mu' = \mu/2 \))

\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{v}_i \|^2 = \frac{\mu'}{2} \text{Tr} \left( \left[ \nabla_v J(v^o) \right]^{-1} R_t \right) + O((\mu')^m)
\]

\[
= \frac{\mu}{4} \text{Tr} \left( D^{-1} H^{-1} D^{-*} R_t \right) + O(\mu^m)
\]

\[
= \frac{\mu}{4} \text{Tr} \left( H^{-1} D^{-n} R_t D^{-1} \right) + O(\mu^m)
\]

\[
= \frac{\mu}{4} \text{Tr} \left( H^{-1} \left[ R_s R_q^* R_t^* \right] \right) + O(\mu^m)
\]

and

\[
\limsup_{i \to \infty} \mathbb{E} \{ J(v_{i-1}) - J(v^o) \} = \frac{\mu'}{4} \text{Tr} (R_t) + O((\mu')^m)
\]

\[
= \frac{\mu}{8} \text{Tr} \left( D^{-1} D R_t \right) + O(\mu^m)
\]

\[
= \frac{\mu}{8} \text{Tr} \left( D R_t D^{-1} \right) + O(\mu^m)
\]

\[
= \frac{\mu}{16} \text{Tr} \left( D R_t D^* \right) + O(\mu^m)
\]

\[
= \frac{\mu}{4} \text{Tr} \left( \left[ R_s R_q^* R_t^* \right] \right) + O(\mu^m)
\]

\[
= \frac{\mu}{2} \text{Tr} (R_s) + O(\mu^m)
\]

Finally, using (4.172) we conclude that the convergence rate in the \( v \)-domain is given by the following expression to first-order in \( \mu \):

\[
\alpha = 1 - 2 \mu' \lambda_{\text{min}}(\nabla_v J(v^o))
\]

\[
= 1 - 2 \left( \frac{\mu}{2} \right) 2 \lambda_{\text{min}}(H)
\]

\[
= 1 - 2 \mu \lambda_{\text{min}}(H)
\]
Example 4.6 (Performance of complex LMS adaptation). We reconsider the complex LMS recursion (3.125) from Example 3.4. In this case we have

\[
R_s = \sigma_v^2 R_u, \quad H = \begin{bmatrix} R_u & 0 \\ 0 & R_u^T \end{bmatrix}, \quad G_k = \sigma_{v,k}^2 \begin{bmatrix} R_u & \times \\ \times & R_u^T \end{bmatrix}
\]

(4.185)

where the block off-diagonal entries of \( G_k \) are not needed because \( H_k \) is block-diagonal. Substituting into (4.170) and (4.171) we find that the MSD and ER performance levels are given by

\[
\text{MSD} = \frac{\mu M \sigma_v^2}{2} \quad (4.186)
\]

\[
\text{ER} = \frac{\mu \sigma_v^2}{2} \text{Tr}(R_s) \quad (4.187)
\]

It is useful to remark that the block matrix that appears in expression (4.170) for the MSD is equal to the limiting covariance matrix of the extended gradient noise vector when evaluated at \( w = w^o \):

\[
s_i^e(w^o) \doteq \begin{bmatrix} s_i(w^o) \\ (s_i^e(w^o))^T \end{bmatrix} \quad (4.188)
\]

Specifically, it holds that

\[
\begin{bmatrix} R_s & R_q \\ R_q & R_s^T \end{bmatrix} = \lim_{i \to \infty} \mathbb{E} \left[ s_i^e(w^o) (s_i^e(w^o))^* \mid \mathcal{F}_{i-1} \right] \doteq R_s^e \quad (4.189)
\]

If we use \( R_s^e \) to denote this extended covariance matrix, then we can rewrite the MSD and ER expressions (4.170)–(4.171) in the equivalent forms:

\[
\text{MSD} = \frac{\mu}{4} \text{Tr} \left( H^{-1} R_s^e \right) \quad (4.190)
\]

\[
\text{ER} = \frac{\mu}{4} \text{Tr} (R_s^e) \quad (4.191)
\]
The discussion in the last two chapters established the mean-square stability of stand-alone adaptive agents for small constant step-sizes (Lemmas 3.1 and 3.5), and provided expressions for their MSD and ER metrics (Theorems 4.7 and 4.8) for both cases of real and complex-valued data. In this chapter, and in preparation for our treatment of networked agents in future chapters, we examine two situations involving a multitude of similar agents behaving in one of two modes [207]. In the first scenario, each agent senses data and analyzes it independently of the other agents. We refer to this mode of operation as non-cooperative processing. In the second scenario, the agents transmit the collected data for processing at a fusion center. We refer to this mode of operation as centralized or batch processing. We motivate the discussion by considering first the case of mean-square-error costs. Subsequently, we extend the results to more general costs.

5.1 Non-Cooperative Processing

Thus, consider separate agents, labeled \( k = 1, 2, \ldots, N \). Following the framework discussed in Examples 3.1 and 3.4 on LMS adaptation in
the real and complex domains, each agent, \( k \), receives streaming data \( \{d_k(i), u_{k,i}, i \geq 0\} \), where we are using the subscript \( k \) to index the data at agent \( k \). We treat the real and complex data cases uniformly by using the data-type variable in the expressions that follow:

\[
h \triangleq \begin{cases} 
1 & \text{(real data)} \\
2 & \text{(complex data)}
\end{cases}
\]

We assume the data at each agent satisfies the same statistical properties as in Examples 3.1 and 3.4, and the same linear regression model (3.119) with a common \( w^o \) albeit with noise \( v_k(i) \):

\[
d_k(i) = u_{k,i}w^o + v_k(i), \quad k = 1, 2, \ldots, N
\]

We denote the statistical moments of the data at agent \( k \) by

\[
\sigma^2_{v,k} = \mathbb{E}|v_k(i)|^2
\]

and

\[
R_{u,k} \triangleq \begin{cases} 
\mathbb{E}u^T_{k,i}u_{k,i} > 0 & \text{(real data)} \\
\mathbb{E}u^*_k u_{k,i} > 0 & \text{(complex data)}
\end{cases}
\]

We further assume in this motivating section that the \( R_{u,k} \) are uniform across the agents so that

\[
R_{u,k} \equiv R_u, \quad k = 1, 2, \ldots, N
\]

In this way, the mean-square-error cost,

\[
J_k(w) \triangleq \mathbb{E}|d_k(i) - u_{k,i}w|^2
\]

which is associated with agent \( k \), will satisfy a condition similar to (3.114), namely,

\[
0 < \frac{\nu}{\hbar} I_{hM} \leq \nabla_w^2 J_k(w) \leq \frac{\delta}{\hbar} I_{hM}
\]

with the corresponding parameters \( \{\nu, \delta\} \) given by (cf. (2.19)):

\[
\nu = 2\lambda_{\min}(R_u), \quad \delta = 2\lambda_{\max}(R_u)
\]

Now, assume each agent estimates \( w^o \) by running the LMS learning rule, say, (3.13) for real data or (3.125) for complex data, which we can describe uniformly in terms of the single recursion:

\[
w_{k,i} = w_{k,i-1} + \frac{2\mu}{\hbar} u^*_k [d_k(i) - u_{k,i} w_{k,i-1}], \quad i \geq 0
\]
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using the data-type variable, $h$, and with the understanding that complex conjugation, $u_{k,i}^*$, is replaced by real transposition, $u_{k,i}^T$, when the data are real. Then, according to (4.146) and (4.186), each agent $k$ will attain an individual MSD level that is given by

$$\text{MSD}_{\text{ncop},k} = \frac{\mu}{h} M \sigma^2_{v,k}, \quad k = 1, 2, \ldots, N$$  \hfill (5.10)

Moreover, according to (3.38) and (3.142), each agent $k$ will converge towards this level at a rate dictated by:

$$\alpha_{\text{ncop},k} = 1 - \frac{4\mu}{h} \lambda_{\text{min}}(R_u)$$  \hfill (5.11)

If we average the performance level (5.10) across the $N$ agents, we find that the average MSD metric is given by

$$\text{MSD}_{\text{ncop},\text{av}} = \frac{\mu}{h} M \left( \frac{1}{N} \sum_{k=1}^{N} \sigma^2_{v,k} \right)$$  \hfill (5.12)

in terms of the average noise power across the agents.

The subscript “ncop” is used in (5.10)–(5.12) to indicate that these expressions are for the non-cooperative mode of operation. It is seen from (5.10) that agents with noisier data (i.e., larger $\sigma^2_{v,k}$) will perform worse and have larger MSD levels than agents with cleaner data. In other words, whenever adaptive agents act individually, the quality of their solution will be as good as the quality of their noisy data.

This is a sensible conclusion and it is illustrated numerically in Figure 5.1. The figure plots the ensemble-average learning curves, $\mathbb{E}\|\tilde{w}_{k,i}\|^2$, for two agents. The curves are generated by averaging the trajectories $\{\|\tilde{w}_{k,i}\|^2\}$ over 2000 repeated experiments. The label on the vertical axis in the figure refers to the learning curves by writing MSD($i$), with an iteration index $i$. Each experiment involves running the non-cooperative LMS recursion (5.9) on complex-valued data $\{d_k(i), u_{k,i}\}$ generated according to the model $d_k(i) = u_{k,i}w^o + v_k(i)$ with $M = 10$, $R_u = 2I_M$, and $\mu = 0.005$. The noise variances are set to $\sigma^2_{v,1} = 0.032$ and $\sigma^2_{v,2} = 0.010$. The noise and regressor processes are both Gaussian distributed in this simulation. The unknown vector $w^o$ is generated randomly and its norm is normalized to one. It is seen
in the figure that the learning curves by the agents tend to the MSD levels predicted by the theoretical expression (5.10).

We are going to show in later chapters that cooperation among agents, whereby agents share information with their neighbors, can help enhance their individual performance levels. The analysis will show that both types of agents can benefit from cooperation: agents with “bad” data and agents with “good” data; this is because all data carry information about \( w^o \). However, for these conclusions to hold, it is necessary for cooperation to be carried out in proper ways — see Chapter 12.

**Figure 5.1:** Learning curves for two non-cooperative agents running (5.9) on complex data. The curves are obtained by averaging over 2000 repeated experiments using \( M = 10, \sigma^2_{v,1} = 0.032, \sigma^2_{v,2} = 0.010, R_u = 2I_M, \mu = 0.005 \). The horizontal dashed lines indicate the steady-state MSD levels predicted by the theoretical expression (5.10) for complex data \((h = 2)\).
5.2. Centralized Processing

Let us now contrast the above non-cooperative solution with a centralized implementation whereby, at every iteration $i$, the $N$ agents transmit their raw data $\{d_k(i), u_{k,i}\}$ to a fusion center for processing. One could also consider situations where agents transmit processed data, e.g., as happens with useful techniques for combining adaptive filter outputs [10]. Once the fusion center receives the raw data, we assume it runs a stochastic-gradient update of the form:

$$w_i = w_{i-1} + \mu \left( \frac{1}{N} \sum_{k=1}^{N} \frac{2}{h} u_{k,i}^* (d_k(i) - u_{k,i} w_{i-1}) \right) \quad (5.13)$$

where the term between parentheses multiplying $\mu$ can be interpreted as corresponding to the sample average of several approximate gradient vectors; one for the data originating from each agent, since

$$\langle \omega - J_k \rangle \Rightarrow 2u_{k,i}^* (d_k(i) - u_{k,i} w_{i-1}) \quad \text{real data} \quad (5.14)$$

and

$$\langle \omega - J_k \rangle \Rightarrow u_{k,i}^* (d_k(i) - u_{k,i} w_{i-1}) \quad \text{complex data} \quad (5.15)$$

The analysis in the sequel will show that the MSD performance that results from implementation (5.13) is given by (using future expression (5.65) with the identifications $H_k = 2R_u/h$ and $R_s,k = 4\sigma^2_{v,k} R_u/h^2$):

$$\text{MSD}_{\text{cent}} = \frac{\mu}{h} M \frac{1}{N} \left( \frac{1}{N} \sum_{k=1}^{N} \sigma^2_{v,k} \right) \quad (5.16)$$

Moreover, using expression (5.60) given further ahead, this centralized solution will converge towards the above MSD level at the same rate (5.11) as the non-cooperative solution:

$$\alpha_{\text{cent}} = 1 - \frac{4\mu}{h} \lambda_{\text{min}}(R_u) \quad (5.17)$$

Observe from (5.16) that the MSD level attained by the centralized solution is proportional to $1/N$ times the average noise power across all non-cooperative agents in (5.10). At least two conclusions follow from this observation.
First, comparing (5.16) with the average performance (5.12) in the non-cooperative case, we observe that the centralized solution provides an $N$-fold improvement in MSD performance in the mean-square-error case. Figure 5.2 illustrates this situation numerically.

![Learning curves for the centralized LMS solution (5.13) and for the average of the non-cooperative solution (5.9) over $N = 20$ agents. The curves are obtained by averaging over 2000 repeated experiments using $M = 10$, $\sigma_v^2 \in [0.010, 0.032]$, $\sigma_u^{2, k} I_M$ with $\sigma_u^{2, k} \in [1, 2]$, and $\mu = 0.005$. The horizontal dashed lines indicate the steady-state MSD levels predicted by the theoretical expressions (5.12) and (5.16) for complex data ($h = 2$).](image)

The figure plots two ensemble-average learning curves. One curve represents the evolution of the variance $\mathbb{E} \left\| \tilde{w}_t \right\|^2$ for the centralized solution and is generated by averaging the trajectories $\{ \left\| \tilde{w}_t \right\|^2 \}$ over 200 repeated experiments. The second ensemble-average curve is obtained by averaging the individual learning curves, $\mathbb{E} \left\| \tilde{w}_{k,t} \right\|^2$, of all $N$ non-cooperative agents. Again, a total of 2000 repeated experiments are
used to generate each individual learning curve. The label on the vertical axis in the figure refers to the learning curves by writing MSD$(i)$, with an iteration index $i$. Each experiment involves running either the centralized LMS recursion (5.13) or the non-cooperative recursion (5.9) on complex-valued data $\{d_k(i), u_{k,i}\}$ generated according to the model $d_k(i) = u_{k,i}w_0 + v_k(i)$ with $N = 20$ agents, $M = 10$, and $\mu = 0.005$. The noise variances, $\{\sigma^2_{\nu,k}\}$, are chosen randomly from within the range $[0.010, 0.032]$, while the covariance matrices are chosen of the form $R_{u,k} = \sigma^2_{u,k}I_M$ with $\sigma^2_{u,k}$ chosen randomly within the range $[1, 2]$. The noise and regressor processes are both Gaussian distributed in this simulation. The unknown vector $w_0$ is generated randomly and its norm is normalized to one. It is seen in the figure that the learning curve by the centralized solution tends to an MSD level that is $N$-fold superior to the average non-cooperative solution; this translates into the difference of $10 \log_{10}(N) \approx 13$dB seen in the figure between the two dashed horizontal lines.

The second observation that follows from (5.16) is that, although the centralized solution outperforms the averaged non-cooperative performance, it does not generally hold that the centralized solution outperforms each individual non-cooperative agent [276]. This is because the average noise power is scaled by $1/N$ in (5.16), and this scaled power can be larger than some of the individual noise variances and smaller than the remaining noise variances. For example, consider a situation with $N = 2$ agents, $\sigma^2_{\nu,2} = 5\sigma^2_{\nu}$ and $\sigma^2_{\nu,1} = \sigma^2_{\nu}$. Then,

$$\frac{1}{N} \left( \frac{1}{N} \sum_{k=1}^{N} \sigma^2_{\nu,k} \right) = 1.5\sigma^2_{\nu} \quad \quad (5.18)$$

which is larger than $\sigma^2_{\nu,1}$ and smaller than $\sigma^2_{\nu,2}$. In this case, the centralized solution (5.16) performs better than non-cooperative agent 2 (i.e., leads to a smaller MSD) but worse than non-cooperative agent 1.

### 5.3 Stochastic-Gradient Centralized Solution

The last two sections focused on mean-square-error adaptation. Next, we extend the conclusions to more general costs. Thus, consider a collection of $N$ agents, each with an individual twice-differentiable convex
Centralized Adaptation and Learning

The cost function, \( J_k(w) \). The objective is to determine the unique minimizer \( w^o \) of the aggregate cost:

\[
J^\text{glob}(w) \triangleq \sum_{k=1}^{N} J_k(w)
\]  

(5.19)

It is now the above aggregate cost, \( J^\text{glob}(w) \), that will be required to satisfy conditions similar to (4.4) and (4.18) relative to some parameters \( \{\nu_c, \delta_c, \kappa_c\} \), with the subscript “c” used to indicate that these factors correspond to the centralized implementation.

**Assumption 5.1 (Conditions on aggregate cost function).** The aggregate cost function, \( J^\text{glob}(w) \), is twice-differentiable and satisfies

\[
0 < \frac{\nu_c}{h} I_{hM} \leq \nabla^2_w J^\text{glob}(w) \leq \frac{\delta_c}{h} I_{hM}
\]  

(5.20)

for some positive parameters \( \nu_c \leq \delta_c \). Condition (5.20) is equivalent to requiring \( J^\text{glob}(w) \) to be \( \nu_c \)-strongly convex and for its gradient vector to be \( \delta_c \)-Lipschitz. In addition, it is assumed that the aggregate cost is smooth enough so that its Hessian matrix is locally Lipschitz continuous in a small neighborhood around \( w = w^o \), i.e.,

\[
\|\nabla^2_w J^\text{glob}(w^o + \Delta w) - \nabla^2_w J^\text{glob}(w^o)\| \leq \kappa_c \|\Delta w\|
\]

(5.21)

for small perturbations \( \|\Delta w\| \leq \epsilon \) and for some \( \kappa_c \geq 0 \).

Under these conditions, the cost \( J^\text{glob}(w) \) will have a unique minimizer, which we continue to denote by \( w^o \). We will not be requiring each individual cost, \( J_k(w) \), to be strongly convex. It is sufficient for at least one of these costs to be strongly convex while the remaining costs can be simply convex; this condition ensures the strong convexity of \( J^\text{glob}(w) \). Moreover, minimizers of the individual costs \( \{J_k(w)\} \) need not coincide with each other or with \( w^o \); we shall write \( w^o_k \) to refer to a minimizer of \( J_k(w) \).

There are many centralized solutions that can be used to determine the unique minimizer \( w^o \) of (5.19), with some solution techniques being more powerful than other techniques. Nevertheless, we shall focus on centralized implementations of the *stochastic gradient* type. The reason...
5.4 Gradient Noise Model

we consider the same class of stochastic gradient algorithms for non-cooperative, centralized, and distributed solutions in this work is to enable a meaningful comparison among the various implementations. Thus, we consider a centralized strategy of the following form:

\[
\mathbf{w}_i = \mathbf{w}_{i-1} - \frac{\mu}{N} \sum_{k=1}^{N} \hat{\nabla}_{\mathbf{w}^*} J_k(\mathbf{w}_{i-1}), \quad i \geq 0 \quad (5.22)
\]

in terms of approximations for the individual gradient vectors at \( \mathbf{w}_{i-1} \). Here, again, we will be treating the case of real and complex data jointly. For this reason, although we are computing the gradient vector relative to \( \mathbf{w}^* \) in the above recursion, it is to be understood that this step should be replaced by differentiation relative to \( \mathbf{w}^T \) in the real case; i.e., complex conjugation should be replaced by real transposition when the data are real in which case the update would take the form:

\[
\mathbf{w}_i = \mathbf{w}_{i-1} - \frac{\mu}{N} \sum_{k=1}^{N} \hat{\nabla}_{\mathbf{w}^T} J_k(\mathbf{w}_{i-1}), \quad i \geq 0 \quad (5.23)
\]

5.4 Gradient Noise Model

Continuing with the general form (5.22), we note that the sum multiplying \( \mu/N \) is an approximation for the true gradient vector of \( J_{\text{glob}}(\mathbf{w}) \); the scaling of \( \mu \) by \( N \) in (5.22) is meant to ensure similar convergence rates for the non-cooperative and centralized solutions — as explained further ahead in (5.78). We introduce the individual gradient noise processes:

\[
s_{k,i}(\mathbf{w}_{i-1}) \triangleq \hat{\nabla}_{\mathbf{w}^*} J_k(\mathbf{w}_{i-1}) - \nabla_{\mathbf{w}^*} J_k(\mathbf{w}_{i-1}) \quad (5.24)
\]

for \( k = 1, 2, \ldots, N \), and note that the overall gradient noise corresponding to (5.22) is given by:

\[
s_i(\mathbf{w}_{i-1}) = \sum_{k=1}^{N} s_{k,i}(\mathbf{w}_{i-1}) \quad (5.25)
\]

We also introduce the covariance matrices of the individual noise processes. Specifically, for any \( \mathbf{w} \in \mathcal{F}_{i-1} \) and for every \( k = 1, 2, \ldots, N \), we
define the extended gradient noise vector of size $2M \times 1$:

$$s_{k,i}^e(w) = \begin{bmatrix} s_{k,i}(w) \\ (s_{k,i}(w))^T \end{bmatrix}$$

(5.26)

and denote its conditional covariance matrix by

$$R_{s,k,i}(w) \triangleq \mathbb{E} \left[ s_{k,i}^e(w)s_{k,i}^e(w) \mid \mathcal{F}_{i-1} \right]$$

(5.27)

We further assume that, in the limit, the following moment matrices tend to constant values when evaluated at $w^o$:

$$R_{s,k} \triangleq \lim_{i \to \infty} \mathbb{E} \left[ s_{k,i}(w^o)s_{k,i}^*(w^o) \mid \mathcal{F}_{i-1} \right]$$

(5.28)

$$R_{q,k} \triangleq \lim_{i \to \infty} \mathbb{E} \left[ s_{k,i}(w^o)s_{k,i}^T(w^o) \mid \mathcal{F}_{i-1} \right]$$

(5.29)

We define similar quantities for the aggregate noise process (5.25) and denote them by

$$R_{s,i}^e(w) \triangleq \mathbb{E} \left[ s_i^e(w)s_i^e(w) \mid \mathcal{F}_{i-1} \right]$$

(5.30)

$$R_s \triangleq \lim_{i \to \infty} \mathbb{E} \left[ s_i(w^o)s_i^*(w^o) \mid \mathcal{F}_{i-1} \right]$$

(5.31)

$$R_q \triangleq \lim_{i \to \infty} \mathbb{E} \left[ s_i(w^o)s_i^T(w^o) \mid \mathcal{F}_{i-1} \right]$$

(5.32)

Now since the centralized iteration (5.22) has the form of a stochastic gradient recursion, we should be able to infer its mean-square-error behavior from Lemma 3.5 and Theorem 4.8 if the aggregate noise process (5.25) satisfies conditions similar to Assumption 3.4. It is straightforward to verify that this is possible, for example, if the individual components satisfy conditions similar to Assumption 3.4 and condition (4.67) and when, additionally, these individual components are uncorrelated with each other and second-order circular as described by the following statement.

**Assumption 5.2 (Conditions on gradient noise).** It is assumed that the first and fourth-order conditional moments of the individual gradient noise processes, $s_{k,i}(w)$, defined by (5.24) satisfy the following conditions for any iterates $w \in \mathcal{F}_{i-1}$ and for all $k, \ell = 1, 2, \ldots, N$:
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\[ E \left[ s_{k,i} (w) \left| \mathcal{F}_{i-1} \right. \right] = 0 \] (5.33)
\[ E \left[ s_{k,i} (w) s_{\ell,i}^T (w) \left| \mathcal{F}_{i-1} \right. \right] = 0, \quad k \neq \ell \] (5.34)
\[ E \left[ \| s_{k,i} (w) \|^4 \left| \mathcal{F}_{i-1} \right. \right] \leq \left( \bar{\beta}_k / h \right)^4 \| w \|^4 + \bar{\sigma}^4_{s,k} \] (5.35)

almost surely, for some nonnegative scalars \( \bar{\beta}_k \) and \( \bar{\sigma}^4_{s,k} \) and where \( h = 2 \) for complex data and \( h = 1 \) for real data. We also assume that the conditional second-order moments of the aggregate noise process satisfies a smoothness condition similar to (4.166), namely,
\[ \| R_{s,i}^e (w_0 + \Delta w) - R_{s,i}^e (w_0) \| \leq \kappa_{c,2} \| \Delta w \|^\gamma \] (5.37)
in terms of the extended covariance matrix, for small perturbations \( \| \Delta w \| \leq \epsilon \), and for some constants \( \kappa_{c,2} \geq 0 \) and exponent \( 0 < \gamma \leq 4 \).

It is straightforward to verify from conditions (5.34)–(5.35) that
\[ R_s = \sum_{k=1}^{N} R_{s,k} \] (5.38)
\[ R_q = \sum_{k=1}^{N} R_{q,k} \] (5.39)

Moreover, in a manner similar to (3.134), we conclude from (5.36) that the second-order moments of the individual gradient noise processes satisfy:
\[ E \left[ \| s_{k,i}(w) \|^2 \left| \mathcal{F}_{i-1} \right. \right] \leq \left( \bar{\beta}_k / h \right)^2 \| w \|^2 + \bar{\sigma}^2_{s,k} \] (5.40)

Using this condition, along with (5.33), it is again straightforward to verify that the aggregate noise satisfies
\[ E \left[ s_i (w) \left| \mathcal{F}_{i-1} \right. \right] = 0 \] (5.41)
\[ E \left[ \| s_i (w) \|^2 \left| \mathcal{F}_{i-1} \right. \right] \leq \frac{1}{h^2} \left( \sum_{k=1}^{N} \bar{\beta}_k^2 \right) \| w \|^2 + \sum_{k=1}^{N} \bar{\sigma}^2_{s,k} \] (5.42)

so that repeating argument (3.28) we can deduce that
\[ E \left[ \| s_i (w_{i-1}) \|^2 \left| \mathcal{F}_{i-1} \right. \right] \leq (\bar{\beta}_c / h)^2 \| \bar{w}_{i-1} \|^2 + \sigma^2_s \] (5.43)
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where \( \bar{w}_{i-1} = w^o - w_{i-1} \), and

\[
\beta^2_c \triangleq 2 \left( \sum_{k=1}^{N} \beta_k^2 \right) \tag{5.44}
\]

\[
\sigma^2_s \triangleq 2 \left( \sum_{k=1}^{N} \beta_k^2 \right) \|w^o\|^2 + \sum_{k=1}^{N} \bar{\sigma}^2_{s,k} \tag{5.45}
\]

Likewise, we can conclude from (5.36) that

\[
\mathbb{E} \left[ \|s_{k,i}(w_{i-1})\|^4 \mid \mathcal{F}_{i-1} \right] \leq (\beta_{4,k}/h)^4 \|\bar{w}_{i-1}\|^4 + \sigma^4_{s,4,k} \tag{5.46}
\]

in terms of the scalars

\[
\beta_{4,k}^4 \triangleq 8 \bar{\beta}_k^4 \tag{5.47}
\]

\[
\sigma^4_{s,4,k} \triangleq 8(\beta_{4,k}^4/h^4)\|w^o\|^4 + \bar{\sigma}^4_{s,k} \tag{5.48}
\]

By extrapolation, we also conclude that the fourth-order moment of the aggregate noise, \( s_i(w_{i-1}) \), is similarly bounded. More explicitly, it will hold that

\[
\mathbb{E} \left[ \|s_i(w_{i-1})\|^4 \mid \mathcal{F}_{i-1} \right] \leq N^3 \left( \sum_{k=1}^{N} (\beta_{4,k}^4/h^4) \right) \|\bar{w}_{i-1}\|^4 + N^3 \left( \sum_{k=1}^{N} \sigma^4_{s,4,k} \right) \leq (\beta_a/h)^4 \|\bar{w}_{i-1}\|^4 + \sigma^4_a \tag{5.49}
\]

for some nonnegative constants \( \beta_a^4 \) and \( \sigma_a^4 \). This can be seen as follows.

Exploiting the convexity of the norm function \( f(x) = \|x\|^4 \) and using Jensen’s inequality (F.26) we can write

\[
\|s_i(w_{i-1})\|^4 = (F.25) \leq \left\| \sum_{k=1}^{N} s_{k,i}(w_{i-1}) \right\|^4 \leq \left( \frac{1}{N} \right)^4 \sum_{k=1}^{N} \left\| s_{k,i}(w_{i-1}) \right\|^4 \leq N^3 \left( \sum_{k=1}^{N} \left\| s_{k,i}(w_{i-1}) \right\|^4 \right) \tag{5.50}
\]
from which we conclude that
\[ \mathbb{E} \left[ \| s_i(w_{i-1}) \|^4 | \mathcal{F}_{i-1} \right] \leq N^3 \left( \sum_{k=1}^{N} \mathbb{E} \left[ \| s_{k,i}(w_{i-1}) \|^4 | \mathcal{F}_{i-1} \right] \right) \] (5.51)
and result (5.49) follows.

5.5 Performance of Centralized Solution

Motivated by the discussion that led to expressions (4.94) and (4.95) for the MSD and ER metrics in the single agent case, we similarly define the MSD and ER performance measures for the centralized solution as follows:

**MSD**
\[ \text{MSD}_{\text{cent}} \triangleq \mu \cdot \left( \lim_{\mu \to 0} \limsup_{i \to \infty} \frac{1}{\mu} \mathbb{E} \| \tilde{w}_i \|^2 \right) \] (5.52)

**ER**
\[ \text{ER}_{\text{cent}} \triangleq \frac{\mu}{N} \cdot \left( \lim_{\mu \to 0} \limsup_{i \to \infty} \frac{1}{\mu} \mathbb{E} \left\{ J_{\text{glob}}(w_{i-1}) - J_{\text{glob}}(w^o) \right\} \right) \] (5.53)

where the scaling by $1/N$ in (5.53) is meant to ensure that ER$_{\text{cent}}$ is compatible with the definition used for non-cooperative agents in (4.95) and later for multi-agent networks in (11.34). For example, when the individual costs happen to coincide, say, $J_k(w) \equiv J(w)$ for $k = 1, 2, \ldots, N$, then the aggregate cost (5.19) reduces to $J_{\text{glob}}(w) = N J(w)$ and expression (5.53) becomes consistent with the earlier expression (4.95). Note that we are adding the subscript “cent” to indicate that the above MSD and ER measures are associated with the centralized solution. As explained earlier in Sec. 4.5, we sometimes rewrite the above definitions for the MSD and ER measures more compactly (but less rigorously) as

\[ \text{MSD}_{\text{cent}} = \lim_{i \to \infty} \mathbb{E} \| \tilde{w}_i \|^2 \] (5.54)
\[ \text{ER}_{\text{cent}} = \lim_{i \to \infty} \frac{1}{N} \mathbb{E} \left\{ J_{\text{glob}}(w_{i-1}) - J_{\text{glob}}(w^o) \right\} \] (5.55)

with the understanding that the limits on the right-hand side in the above two expressions are computed according to the definitions (5.52)–(5.53).
The conclusions in the next theorem now follow from Lemma 3.5 and Theorem 4.8. The performance expressions given in the theorem are expressed in terms of the following quantities, defined for both cases of real or complex data.

**Definition 5.1 (Hessian and moment matrices).** We associate with each agent $k$ a pair of matrices $\{H_k, G_k\}$, both of which are evaluated at the location of the minimizer $w = w^o$. The matrices are defined as follows:

$$H_k \triangleq \nabla_w^2 J_k(w^o), \quad G_k \triangleq \begin{cases} \begin{bmatrix} R_{s,k} & R_{q,k} \\ R_{s,k}^* & R_{q,k}^* \end{bmatrix} & \text{(real case)} \\ \frac{1}{\sqrt{2}} \begin{bmatrix} R_{s,k} & R_{q,k} \\ -R_{q,k} & R_{s,k} \end{bmatrix} & \text{(complex case)} \end{cases}$$ (5.56)

Both matrices are dependent on the data type (whether real or complex); in particular, each is $2M \times 2M$ for complex data and $M \times M$ for real data. Note that $H_k \geq 0$ and $G_k \geq 0$.

In view of the lower bound condition in (5.20), it follows that

$$\sum_{k=1}^N H_k > 0$$ (5.57)

so that the sum of the $\{H_k\}$ matrices is invertible. This matrix sum appears in the performance expressions below.

**Theorem 5.1 (Performance of centralized solution).** Assume the aggregate cost (5.19) satisfies condition (5.20) for some parameters $0 < \nu_c \leq \delta_c$. Assume also that the gradient noise processes satisfy conditions (5.40)–(5.33). For any $\mu$ satisfying

$$\frac{\mu}{hN} < \frac{2\nu_c}{\delta^2_c + \beta^2_c}$$ (5.58)

it holds that

$$\mathbb{E} \|\bar{w}_i\|^2 \leq \alpha \mathbb{E} \|\bar{w}_{i-1}\|^2 + \left(\frac{\mu}{N}\right)^2 \sigma_s^2$$ (5.59)

where the parameters $\{\sigma_s^2, \beta_c^2\}$ are defined by (5.44)–(5.45), and where the scalar $\alpha$ satisfies $0 \leq \alpha < 1$ and is given by

$$\alpha = 1 - 2\nu_c \left(\frac{\mu}{hN}\right) + (\delta^2_c + \beta^2_c) \left(\frac{\mu}{hN}\right)^2$$ (5.60)
5.5. Performance of Centralized Solution

It follows from (5.59) that for sufficiently small step-sizes:

$$\limsup_{i \to \infty} E \| \tilde{w}_i \|^2 = O(\mu) \quad (5.61)$$

Moreover, under the additional smoothness conditions (5.21) on $J^{glob}(w)$ and (5.37) on the individual noise covariance matrices, it holds that

$$\limsup_{i \to \infty} E \| \tilde{w}_i \|^2 = \text{MSD}_{\text{cent}} + O(\mu^{1+\gamma_m}) \quad (5.62)$$

$$\limsup_{i \to \infty} \frac{1}{N} E \left\{ J^{glob}(w_{i-1}) - J^{glob}(w^o) \right\} = \text{ER}_{\text{cent}} + O(\mu^{1+\gamma_m}) \quad (5.63)$$

where

$$\gamma_m \triangleq \frac{1}{2} \min \{1, \gamma\} > 0 \quad (5.64)$$

with $\gamma \in (0, 4]$ from (5.37), and where

$$\text{MSD}_{\text{cent}} = \frac{\mu}{2hN} \text{Tr} \left\{ \left( \sum_{k=1}^{N} H_k \right)^{-1} \left( \sum_{k=1}^{N} G_k \right) \right\} \quad (5.65)$$

$$\text{ER}_{\text{cent}} = \frac{\mu h}{4N^2} \text{Tr} \left( \sum_{k=1}^{N} R_{s,k} \right) \quad (5.66)$$

The $N^2$ factor in the denominator of (5.66) is because of the normalization by $1/N$ in the definition (5.53). Moreover, for $i \gg 1$, the rate at which the error variance, $E \| \tilde{w}_i \|^2$, approaches its steady-state region (5.62) is well-approximated to first-order in $\mu$ by

$$\alpha = 1 - \frac{2\mu}{N} \lambda_{\min} \left( \sum_{k=1}^{N} H_k \right) \quad (5.67)$$

If desired, we can relax conditions (5.33)–(5.36) and replace them by requirements on the aggregate noise process (5.25) directly, such as requiring:

$$E \left[ s_i(w) \mid \mathcal{F}_{i-1} \right] = 0 \quad (5.68)$$

$$E \left[ \| s_i(w) \|^4 \mid \mathcal{F}_{i-1} \right] \leq (\beta_c/h)^4 \| w \|^4 + \sigma_s^4 \quad (5.69)$$

for some nonnegative constants $\beta_c^4$ and $\sigma_s^4$. Note in particular that these assumptions do not impose the uncorrelatedness and circularity conditions (5.34)–(5.35) on the individual noise processes. We also replace
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condition (5.37), which involves the individual agents, by the requirement
\[ \|R_{s,i}^e(w^o + \Delta w) - R_{s,i}^e(w^o)\| \leq \kappa_{c,2} \|\Delta w\|^\gamma \]  
(5.70)
in terms of the covariance matrix of the extended aggregate noise vector, \( s_i^e(w) \). Then, the conclusions of Theorem 5.1 will continue to hold using \( \{\beta_c^2,\sigma_s^2\} \) from (5.69), and with the sum of the \( \{G_k\} \) appearing in (5.65) replaced by
\[ G_c \triangleq \left\{ \begin{array}{ll}
R_s & (\text{real case}) \\
R_s & R_q \\
R_q^* & R_s^T
\end{array} \right. \]  
(5.71)
in terms of the moment matrices (5.31)–(5.32) for the aggregate noise process. More specifically, let
\[ H_c \triangleq \sum_{k=1}^{N} H_k \]  
(5.72)
denote the aggregate Hessian matrix. It will then hold that
\[ \text{MSD}_{\text{cent}} = \frac{\mu}{2hN} \text{Tr} \left( H_c^{-1} G_c \right) \]  
(5.73)
\[ \text{ER}_{\text{cent}} = \frac{\mu h}{8N^2} \text{Tr} \left( G_c \right) \]  
(5.74)
When the individual gradient noise processes satisfy conditions (5.34)–(5.35), it is easy to verify that the moment matrix \( G_c \) will be given by
\[ G_c = \sum_{k=1}^{N} G_k \]  
(5.75)
so that the above MSD and ER expressions reduce to (5.65)–(5.66).

5.6 Comparison with Single Agents

Continuing with the conditions in Assumption 5.2, we now compare the performance of the centralized solution (5.22) to that of non-cooperative processing where agents act independently of each other and run the recursion:
\[ w_{k,i} = w_{k,i-1} - \mu \nabla_{w} J_k(w_{k,i-1}), \quad i \geq 0 \]  
(5.76)
This comparison is *meaningful* only when all agents share the same minimizer, i.e., when

\[ w_k^o = w^o, \quad k = 1, 2, \ldots, N \] (5.77)

so that we can compare how well the individual agents are able to recover the same \( w^o \) as the centralized solution. For this reason, we need to re-introduce in this section only the requirement that all individual costs \( \{J_k(w)\} \) are \( \nu \)--strongly convex with a uniform parameter \( \nu \). Since \( J_{\text{glob}}(w) \) is the aggregate sum of the individual costs, then we can set the lower bound \( \nu_c \) for the Hessian of \( J_{\text{glob}}(w) \) in (5.20) at \( \nu_c = N\nu \). From expressions (3.142) and (5.60) we then conclude that, for a sufficiently small \( \mu \), the convergence rates of the non-cooperative and centralized solutions will be similar to first-order in \( \mu \):

\[
\alpha_{\text{cent}} \overset{(5.60)}{\approx} 1 - 2\nu_c \left( \frac{\mu}{hN} \right) \\
= 1 - 2\nu \left( \frac{\mu}{h} \right) \\
\overset{(3.142)}{\approx} \alpha_{\text{ncop},k} \quad (5.78)
\]

where the symbol \( \approx \) signifies (here and elsewhere) that we are ignoring higher-order terms in \( \mu \). Moreover, we observe from (4.170) that the average MSD level across \( N \) non-cooperative agents is given by

\[
\text{MSD}_{\text{ncop,av}} \overset{\Delta}{=} \frac{1}{N} \sum_{k=1}^{N} \text{MSD}_{\text{ncop},k} \\
= \frac{1}{N} \sum_{k=1}^{N} \frac{\mu}{2h} \text{Tr} \left( H_k^{-1}G_k \right) \\
= \frac{\mu}{2hN} \text{Tr} \left( \sum_{k=1}^{N} H_k^{-1}G_k \right) \quad (5.79)
\]

so that comparing with (5.65), some simple algebra allows us to conclude the following statement.
Lemma 5.2 (Centralized MSD is superior to non-cooperative MSD). Comparing the MSD performance levels (5.79) and (5.65) it holds that for sufficiently small step-sizes:
\[
\text{MSD}_{\text{cent}} < \text{MSD}_{\text{ncop,av}}
\]
(5.80)

Proof. First recall that \(H_k > 0\) and \(G_k \geq 0\) for each \(k\); note that the individual \(\{H_k\}\) are now positive-definite in view of the strong convexity assumption on the individual costs in this section. Let
\[
G_k = L_k L_k^*, \quad k = 1, 2, \ldots, N
\]
(5.81)
denote a square-root factorization for \(G_k\) where the \(L_k\) are full-rank matrices. Then, using the property \(\text{Tr}(AB) = \text{Tr}(BA)\) for any matrices \(A\) and \(B\) of compatible dimensions, the MSD expressions can be re-written as (using \(H_c\) from (5.72)):
\[
\text{MSD}_{\text{ncop,av}} = \frac{\mu}{2Nh} \text{Tr} \left[ \sum_{k=1}^{N} L_k H_k^{-1} L_k \right]
\]
(5.82)
\[
\text{MSD}_{\text{cent}} = \frac{\mu}{2Nh} \text{Tr} \left[ \sum_{k=1}^{N} L_k H_c^{-1} L_k \right]
\]
(5.83)
so that
\[
\text{MSD}_{\text{ncop,av}} - \text{MSD}_{\text{cent}} = \frac{\mu}{2Nh} \text{Tr} \left[ \sum_{k=1}^{N} L_k (H_k^{-1} - H_c^{-1}) L_k \right]
\]
(5.84)
The result follows by noting that \(H_c^{-1} < H_k^{-1}\) for any \(k\).

That is, while the centralized solution need not outperform every individual non-cooperative agent in general, its performance outperforms the average performance across all non-cooperative agents. The next example illustrates the above result by considering the scenario where all agents have the same Hessian matrices at \(w = w^0\), namely,
\[
H_k \equiv H, \quad k = 1, 2, \ldots, N
\]
(5.85)
This situation occurs, for example, when the individual costs are identical across the agents, say, \(J_k(w) \equiv J(w)\), as is common in machine
learning applications. This situation also occurs for mean-square-error costs of the form described by (5.5)–(5.6), when the regression covariance matrices, \( \{ R_{u,k} \} \), are uniform across all agents. In these cases when the Hessian matrices \( H_k \) are uniform, the example below establishes that the centralized solution actually improves over the average MSD performance of the non-cooperative solution by a factor of \( N \).

**Example 5.1** (\( N \)-fold improvement in performance). Consider a collection of \( N \) agents whose individual cost functions, \( J_k(w) \), are \( \nu \)-strongly convex and are minimized at the same location \( w = w^* \). The costs are also assumed to have identical Hessian matrices at \( w = w^* \), i.e., \( H_k \equiv H \). Then, using (5.65), the MSD of the centralized implementation is given by

\[
MSD_{\text{cent}} = \frac{1}{N} \left( \frac{\mu}{2N} \sum_{k=1}^{N} \text{Tr}(H_k^{-1}G_k) \right) = \frac{1}{N} MSD_{\text{ncop,av}} \tag{5.79}
\]

so that

\[
\frac{MSD_{\text{cent}}}{MSD_{\text{ncop,av}}} = \frac{1}{N} \left( \frac{\alpha_H}{\alpha_A} \right) \tag{5.91}
\]

**Example 5.2** (Multi-fold improvement in performance). Assume in this example that all data are real-valued, and consider a situation in which the matrices \( \{ R_{s,k} \} \) are uniform across all agents so that \( R_{s,k} \equiv R_s \), while \( H_k = \alpha_k I_M > 0 \) for some scalars \( \{ \alpha_k \} \). This situation arises, for instance, in the mean-square-error case (5.6) when \( R_{u,k} = \sigma_{u,k}^2 I_M \) and the noise variances \( \sigma_{v,k}^2 \) across the agents are such that the product \( \sigma_{v,k}^2 \sigma_{u,k}^2 \equiv \sigma^2/4 \) remains invariant over the agents. Then, in this case,

\[
H_k = 2R_{u,k} = 2\sigma_{u,k}^2 I_M = \alpha_k I_M \tag{5.87}
\]

and

\[
R_{s,k} = 4\sigma_{v,k}^2 R_{u,k} = 4\sigma_{v,k}^2 \sigma_{u,k}^2 I_M = \sigma^2 I_M = R_s \tag{5.88}
\]

Let \( \alpha_A \) and \( \alpha_H \) denote the arithmetic and harmonic means of the scalars \( \{ \alpha_k \} \):

\[
\alpha_A = \frac{1}{N} \sum_{k=1}^{N} \alpha_k, \quad \alpha_H = \left( \frac{1}{N} \sum_{k=1}^{N} \alpha_k^{-1} \right)^{-1} \tag{5.89}
\]

Then, expressions (5.79) and (5.65) give

\[
MSD_{\text{ncop,av}} = \mu \frac{1}{\alpha_H} M\sigma^2, \quad MSD_{\text{cent}} = \frac{\mu}{N} \frac{1}{\alpha_A} M\sigma^2 \tag{5.90}
\]

so that

\[
\frac{MSD_{\text{cent}}}{MSD_{\text{ncop,av}}} = \frac{1}{N} \left( \frac{\alpha_H}{\alpha_A} \right) \tag{5.91}
\]
in terms of the ratio of the harmonic mean to the arithmetic mean of the \(\{\alpha_k\}\). Recall that the harmonic mean of a set of numbers is always smaller than or equal to the arithmetic mean of these numbers (and, moreover, its value tends to be close to the smaller numbers), it then holds that, for sufficiently small step-sizes:

\[
\frac{\text{MSD}_{\text{cent}}}{\text{MSD}_{\text{ncop,av}}} \leq \frac{1}{N} \tag{5.92}
\]

\[\blacksquare\]

**Example 5.3 (Centralized learner).** We revisit Example 4.5 and consider now a collection of \(N\) learners labeled \(k = 1, 2, \ldots, N\). As before, each learner \(k\) receives a streaming sequence of real-valued vector samples \(\{x_{k,i}, i = 1, 2, \ldots\}\) arising from some fixed distribution \(\mathcal{X}\). The goal is to determine the \(M \times 1\) minimizer \(w^o\) of the \(\nu\)-strongly convex risk function \(J(w)\) in (4.151). In Example 4.5 we examined the non-cooperative solution (4.152) where agents worked independently of each other to estimate \(w^o\). In this example, we examine a centralized solution of the following stochastic-gradient form:

\[
w_i = w_{i-1} - \frac{\mu}{N} \sum_{k=1}^{N} \nabla_w Q(w_{i-1}; x_{k,i}), \quad i \geq 0 \tag{5.93}
\]

The gradient noise vector corresponding to each individual agent \(k\) is given by

\[
s_{k,i}(w) = \nabla_w^T Q(w; x_{k,i}) - \nabla_w^T J(w) \tag{5.94}
\]

so that evaluating the expression for \(s_{k,i}(w)\) at \(w = w^o\), and using the fact that \(\nabla_w J(w^o) = 0\), we get

\[
s_{k,i}(w^o) = \nabla_w^T Q(w^o; x_{k,i}) \tag{5.95}
\]

Since we are assuming the distribution of the random process \(x_{k,i}\) is stationary and fixed across all agents, it follows that the covariance matrix of \(s_{k,i}(w^o)\) is constant across all agents:

\[
R_{s,k} \equiv \mathbb{E} s_{k,i}(w^o)s_{k,i}^T(w^o) = R_s, \quad k = 1, 2, \ldots, N \tag{5.96}
\]

Moreover, since all data are real-valued, it follows that the moment matrix \(G_k\) is \(M \times M\) and given by

\[
G_k = R_s, \quad k = 1, 2, \ldots, N \tag{5.97}
\]

Substituting into (5.66), and using \(h = 1\) for real data, we conclude that the excess-risk of the centralized solution (per unit agent) is given by

\[
\text{ER}_{\text{cent}} = \frac{\mu}{4N^2} \text{Tr}(NR_s) = \frac{\mu}{4N} \text{Tr}(R_s) \tag{5.98}
\]
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which is $N$-fold superior to the performance of the non-cooperative agent given by (4.155) when $\mu_k \equiv \mu$. Similarly, using (5.65) we find that the MSD performance of the centralized solution is given by

$$\text{MSD}_{\text{cent}} = \frac{\mu}{2N} \text{Tr}(H^{-1}R_s)$$ (5.99)

Example 5.4 (Fully-connected networks). In preparation for the discussion on networked agents, it is useful to describe one extreme situation where a collection of $N$ agents are fully connected to each other — see Figure 5.3. In this case, each agent is able to access the data from all other agents and, therefore, each agent can run a centralized implementation of the same form as (5.22), namely,

$$w_{k,i} = w_{k,i-1} - \frac{\mu}{N} \sum_{\ell=1}^{N} \nabla_{w^*} J_\ell(w_{k,i-1}), \quad i \geq 0$$ (5.100)

Figure 5.3: Example of a fully-connected network, where each agent can access information from all other agents.
When this happens, each agent will attain the same performance level as that of the centralized solution. Two observations are in place [207]. First, note from (5.100) that the information that agent $k$ is receiving from all other agents is their gradient vector approximations. Obviously, other pieces of information could be shared among the agents, such as their iterates $\{w_{t,i-1}\}$. Second, note that the right-most term multiplying $\mu$ in (5.100) corresponds to a convex combination of the approximate gradients from the various agents, with the combination coefficients being uniform and equal to $1/N$. In general, there is no need for these combination weights to be identical. Even more importantly, agents do not need to have access to information from all other agents in the network. We are going to see in the future chapters that interactions with a limited number of neighbors is sufficient for the agents to attain performance that is comparable to that of the centralized solution.

**Figure 5.4:** Examples of connected networks, with the left-most panel on the first row representing a collection of non-cooperative agents.

**Figure 5.4** shows a sample selection of connected topologies for five agents. The panels in the first row correspond to the non-cooperative case (left) and the fully-connected case (right). The panels in the bottom row illustrate some
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In the coming chapters, we are going to present results that allow us to answer useful questions about such networked agents such as [207]: (a) Which topology has best performance in terms of mean-square error and convergence rate? (b) Given any connected topology, can it be made to approach the performance of the centralized stochastic-gradient solution? (c) Which aspects of the topology influence performance? (d) Which aspects of the combination weights (policy) influence performance? (e) Can different topologies deliver similar performance levels? (f) Is cooperation always beneficial? (g) If the individual agents are able to solve the inference task individually in a stable manner, does it follow that the connected network will remain stable regardless of the topology and regardless of the cooperation strategy?

5.7 Decaying Step-Size Sequences

We finally examine the convergence and performance of the centralized solution (5.22) with a decaying step-size sequence, namely,

\[ w_i = w_{i-1} - \frac{\mu(i)}{N} \sum_{k=1}^{N} \nabla w^* J_k(w_{i-1}), \quad i \geq 0 \]  

(5.101)

where \( \mu(i) > 0 \) satisfies either of the following two sets of conditions:

\[ \sum_{i=0}^{\infty} \mu(i) = \infty, \quad \lim_{i \to \infty} \mu(i) = 0 \]  

(5.102)

or

\[ \sum_{i=0}^{\infty} \mu(i) = \infty, \quad \sum_{i=0}^{\infty} \mu^2(i) < \infty \]  

(5.103)

The following statement follows from the results of Lemmas 3.7 and 3.8 applied to the stochastic-gradient recursion (5.101).

**Lemma 5.3** (Performance with decaying step-size). Assume the aggregate cost (5.19) satisfies condition (5.20) for some parameters \( 0 < \nu_c \leq \delta_c \). Assume also that the individual gradient noise processes defined by (5.24) satisfy conditions (5.40)–(5.33). Then, the following convergence properties hold for (5.101):
(a) If the step-size sequence $\mu(i)$ satisfies (5.103), then $w_i$ converges almost surely to $w^o$, written as $w_i \rightarrow w^o$ a.s.

(b) If the step-size sequence $\mu(i)$ satisfies (5.102), then $w_i$ converges in the mean-square-error sense to $w^o$, i.e., $E\|\tilde{w}_i\|^2 \rightarrow 0$.

(c) If the step-size sequence is selected as $\mu(i) = \tau_c/(i+1)$, where $\tau_c > 0$, then three convergence rates are possible. Specifically, for large enough $i$, it holds that:

$$
\begin{align*}
\mathbb{E}\|\tilde{w}_i\|^2 &\leq \left(\frac{(\tau_c/N)^2\sigma_s^2}{(\nu_c/h)(\tau_c/N)^2-1}\right)^{1/4} + o\left(\frac{1}{i}\right), & \nu_c\tau_c/hN > 1 \\
\mathbb{E}\|\tilde{w}_i\|^2 &\leq O\left(\frac{\log^2 i}{i}\right), & \nu_c\tau_c/hN = 1 \\
\mathbb{E}\|\tilde{w}_i\|^2 &\leq O\left(\frac{1}{i^{\frac{1}{\nu_c\tau_c/hN}}}\right), & \nu_c\tau_c/hN < 1
\end{align*}
$$

where $h = 2$ for complex data and $h = 1$ for real data. The fastest convergence rate occurs when $\nu_c\tau_c/hN > 1$ (i.e., for large enough $\tau_c$) and is in the order of $O(1/i)$. 

Moving forward, we shall study several distributed strategies for the solution of adaptation, learning, and optimization problems by networked agents. In preparation for these discussions, we describe in this chapter the network model and comment on some of its properties.

6.1 Connected Networks

We focus in our treatment on connected networks with $N$ agents. In a connected network, there always exists at least one path connecting any two agents: the agents may be connected directly by an edge if they are neighbors, or they may be connected by a path that passes through other intermediate agents. The topology of a network can be described in terms of graphs, vertices, and edges (e.g., [256]).

**Definition 6.1 (Graphs, vertices, and edges).** A network of size $N$ is generally represented by a graph consisting of $N$ vertices (which we will refer to more frequently as nodes or agents), and a set of edges connecting the vertices to each other. An edge that connects a vertex to itself is called a self-loop. Vertices connected by edges are called neighbors.
We assume the graph is undirected so that if agent \( k \) is a neighbor of agent \( \ell \), then agent \( \ell \) is also a neighbor of agent \( k \). Any two neighbors can share information both ways over the edge connecting them. This fact does not necessarily mean that the flow of information between the agents is symmetrical \([208]\). This is because we shall assign a pair of nonnegative weights, \( \{a_{k\ell}, a_{\ell k}\} \), to the edge connecting agents \( k \) and \( \ell \). The scalar \( a_{k\ell} \) will be used by agent \( k \) to scale data it receives from agent \( \ell \); this scaling can be interpreted as a measure of the confidence that agent \( k \) assigns to its interaction with agent \( \ell \). The subscripts \( \ell \) and \( k \) in \( a_{k\ell} \), with \( \ell \) coming before \( k \), designate agent \( \ell \) as the source and agent \( k \) as the sink. Likewise, the scalar \( a_{\ell k} \) will be used by agent \( \ell \) to scale the data it receives from agent \( k \). In this case, agent \( k \) is the source and agent \( \ell \) is the sink. The weights \( \{a_{k\ell}, a_{\ell k}\} \) can be different, and one or both weights can also be zero. We can therefore refer to the graph representing the network as a weighted graph with weights \( \{a_{k\ell}, a_{\ell k}\} \) attached to the edges.

Figure 6.1 shows one example of a connected network. For emphasis in the figure, each edge between two neighboring agents is being represented (for now) by two directed arrows to indicate that information can flow both ways between the agents. The neighborhood of any agent \( k \) is denoted by \( N_k \) and it consists of all agents that are connected to \( k \) by edges; we assume by default that this set includes agent \( k \) regardless of whether agent \( k \) has a self-loop or not.

**Definition 6.2 (neighborhoods over weighted graphs).** The neighborhood of an agent \( k \) is denoted by \( N_k \) and it consists of all agents that are connected to \( k \) by an edge, in addition to agent \( k \) itself. Any two neighboring agents \( k \) and \( \ell \) have the ability to share information over the edge connecting them. Whether this exchange of information occurs, and whether it is uni-directional, bi-directional, or non-existent, will depend on the values of the weighting scalars \( \{a_{k\ell}, a_{\ell k}\} \) assigned to the edge.

When at least one \( a_{kk} \) is positive for some agent \( k \), the connected network will be said to be strongly-connected. In other words, a strongly-connected network contains at least one self-loop, as is the case with
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Figure 6.1: Agents that are linked by edges can share information. The neighborhood of agent \( k \) is marked by the broken line and consists of the set \( N_k = \{4, 7, \ell, k\} \). Likewise, the neighborhood of agent 2 consists of the set \( N_2 = \{2, 3, \ell\} \). For emphasis in the figure, we are representing edges between agents by two separate directed arrows with weights \( \{ a_{k\ell}, a_{\ell k} \} \). In future network representations, we will replace the two arrows by a single bi-directional edge.

agent 2 in Figure 6.1. More formally, we adopt the following terminology and define connected networks over weighted graphs as follows.

**Definition 6.3 (Connected networks).** We distinguish between three types of connected networks; the third class of strongly-connected networks will be the focus of our study:

(a) Weakly-connected network: A network is said to be weakly connected if paths with nonzero scaling weights can be found linking any two distinct vertices in at least one direction either directly when they are neighbors or by
passing through intermediate vertices when they are not neighbors. In this way, it is possible for information to flow in at least one direction between any two distinct vertices in the network.

(b) Connected network: A network is said to be connected if paths with nonzero scaling weights can be found linking any two distinct vertices in both directions either directly when they are neighbors or by passing through intermediate vertices when they are not neighbors. In this way, information can flow in both directions between any two distinct vertices in the network, although the forward path from a vertex \( k \) to some other vertex \( \ell \) need not be the same as the backward path from \( \ell \) to \( k \).

(c) Strongly-connected network: A network is said to be strongly-connected if it is a connected network with at least one self-loop with a positive scaling weight, meaning that \( a_{kk} > 0 \) for some vertex \( k \). In this way, information can flow in both directions between any two distinct vertices in the network and, moreover, some vertices possess self-loops with positive weights.

Figure 6.2 illustrates these definitions by means of an example. The graph on the left represents a strongly-connected network: if we select any two agents \( k \) and \( \ell \), we can find paths linking them in both directions with positive weights on the edges along these paths. In the figure, we continue to represent edges between agents by two arrows. However, in order not to overwhelm the figure with combination weights, we are not showing arrows that correspond to zero weights on them; we are only showing arrows that correspond to positive weights. Thus, observe in the graph on the left that for agents 2 and 4, a valid path from 2 to 4 goes through agent 3 and one valid path for the reverse direction from 4 to 2 goes through agents 8 and 1. Similarly, paths can be determined linking all other combinations of agents in both directions.

Consider now the graph on the right in Figure 6.2. In this graph, we simply reversed the direction of the arrow that emanated from agent 1 towards agent 2 in the graph on the left (and which is represented in broken form for emphasis). Observe that now information cannot reach agent 2 from any of the other agents in the network, even though information from agent 2 can reach all other agents. At the same time, the information from agent 1 cannot reach any other agent in the network and agent 1 is only at the receiving end. This graph therefore
corresponds to a weakly-connected network. When some agents (like agent 2) are never able to receive information from other agents in the network, then these isolated agents will not be able to benefit from network interactions.

Figure 6.2: The graph on the left represents a strongly-connected network, while the graph on the right represents a weakly-connected network. The difference between both graphs is the reversal of the arrow connecting agents 1 and 2 (represented in broken form for emphasis). In the graph on the right, agent 2 is incapable of receiving (sensing) information from any of the other agents in the network, even though information from agent 2 can reach all other agents (directly or indirectly).

6.2 Strongly-Connected Networks

Observe that since we will be dealing with weighted graphs, we are therefore defining connected networks not in terms of whether paths can be found connecting their vertices but in terms of whether these paths allow for the meaningful exchange of information between the vertices. This fact is reflected by the requirement that all scaling weights must be positive over at least one of the paths connecting any two dis-
tinct vertices. This is a useful condition for the study of adaptation and learning over networks. As we are going to see in future chapters, agents will exchange information over the edges linking them. The information will be scaled by weights \( \{a_{k\ell}, a_{\ell k}\} \). Therefore, for information to flow between agents, it is not sufficient for paths to exist linking these agents. It is also necessary that the information is not annihilated by zero scaling while it traverses the path. If information is never able to arrive at some particular agent, \( \ell_o \), because scaling is annihilating it before reaching \( \ell_o \) then, for all practical (adaptation and learning) purposes, agent \( \ell_o \) is disconnected from the other agents in the network even if information can still flow in the other direction from agent \( \ell_o \) to the other agents. In this situation, agent \( \ell_o \) will not benefit from cooperation with other agents in the network, while the other agents will benefit from information provided by agent \( \ell_o \). The assumption of a connected network therefore ensures that information will be flowing between any two arbitrary agents in the network and that this flow of information is bi-directional: information flows from \( k \) to \( \ell \) and from \( \ell \) to \( k \), although the paths over which the flows occur need not be the same and the manner by which information is scaled over these paths can also be different.

The condition of a strongly-connected network implies that the network is connected and, additionally, there is at least one agent in the network that trusts its own information and will assign some positive weight to it. This is a reasonable condition and is characteristic of many real networks, especially biological networks. If \( a_{kk} = 0 \) for all \( k \), then this means that all agents will be ignoring their individual information and will be relying instead on information received from other agents. The terminology of “strongly-connected networks” is perhaps somewhat excessive because it may unnecessarily convey the impression that the network needs to have more connectivity than is actually necessary.

The strong connectivity of a network translates into a useful property to be satisfied by the scaling weights \( \{a_{\ell k}\} \); this property will be exploited to great effect in our analysis so we derive it here. Assume we collect the coefficients \( \{a_{\ell k}\} \) into an \( N \times N \) matrix \( A = [a_{\ell k}] \), such
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Figure 6.3: We associate an $N \times N$ combination matrix $A$ with every network of $N$ agents. The $(\ell,k)$--th entry of $A$ contains the combination weight $a_{\ell k}$, which scales the data arriving at agent $k$ and originating from agent $\ell$.

that the entries on the $k$--th column of $A$ contain the coefficients used by agent $k$ to scale data arriving from its neighbors $\ell \in \mathcal{N}_k$; we set $a_{\ell k} = 0$ if $\ell \notin \mathcal{N}_k$ — see Figure 6.3. In this way, the row index in $(\ell,k)$ designates the source agent and the column index designates the sink agent (or destination). We refer to $A$ as the combination matrix or combination policy. Even though the entries of $A$ are non-negative (and several of them can be zero), it turns out that for combination matrices $A$ that originate from strongly-connected networks, there exists an integer power of $A$ such that all its entries are strictly positive, i.e., there exists some finite integer $n_o > 0$ such that

$$[A^{n_o}]_{\ell k} > 0$$

for all $1 \leq \ell, k \leq N$. Combination matrices that satisfy this property are called primitive matrices.

**Lemma 6.1** (Combination matrices of strongly-connected networks). The combination matrix of a strongly-connected network is a primitive matrix.

**Proof.** Pick two arbitrary agents $\ell$ and $k$. Since the network is assumed to be connected, then this implies that there exists a sequence of agent indices $(\ell, m_1, m_2, \ldots, m_{n_{\ell k} - 1}, k)$ of shortest length that forms a path from agent $\ell$ to agent $k$, say, with $n_{\ell k}$ nonzero scaling weights $\{a_{\ell m_1}, a_{m_1, m_2}, \ldots, a_{m_{n_{\ell k} - 1} k}\}$:
\[
\ell \xrightarrow{a_{m_1}} m_1 \xrightarrow{a_{m_1,m_2}} m_2 \rightarrow \ldots \rightarrow m_{\ell k-1} \xrightarrow{a_{m_{\ell k-1},k}} k \quad [n_{\ell k} \text{ edges}] 
\]  
(6.2)

From the rules of matrix multiplication, the \((\ell, k)\)-th entry of the \(n_{\ell k}\)-th power of \(A\) is given by:

\[
[A^{n_{\ell k}}]_{\ell k} = \sum_{m_1=1}^{N} \sum_{m_2=1}^{N} \ldots \sum_{m_{\ell k-1}=1}^{N} a_{\ell m_1} a_{m_1 m_2} \ldots a_{m_{\ell k-1}k} 
\]  
(6.3)

We already know that the sum in (6.3) should be nonzero because of the existence of the aforementioned path linking agents \(\ell\) and \(k\) with nonzero scaling weights. It follows that \([A^{n_{\ell k}}]_{\ell k} > 0\). This means that the matrix \(A\) is irreducible; a matrix \(A\) with nonnegative entries is said to irreducible if, and only if, for every pair of indices \((\ell, k)\), there exists a finite integer \(n_{\ell k} > 0\) such that \([A^{n_{\ell k}}]_{\ell k} > 0\); which is what we have established so far.

We assume that \(n_{\ell k}\) is the smallest integer that satisfies this property. Note that under irreducibility, the power \(n_{\ell k}\) is allowed to be dependent on the indices \((\ell, k)\). Therefore, network connectivity ensures the irreducibility of \(A\).

We now go a step further and show that strong network connectivity ensures the primitiveness of \(A\). Recall from Definition 6.3 in the text that a strongly connected network is a connected network with the additional requirement that there exists at least one agent with a self-loop. We now verify that an irreducible matrix \(A\) with at least one positive diagonal element is necessarily primitive so that a common power \(n_o\) satisfies (6.1) for all \((\ell, k)\) (see, e.g., [168, p. 678] and [220]).

Since the network is strongly connected, this means that there exists at least one agent \(k_o\) with \(a_{k_o,k_o} > 0\). We know from (6.3) that for any agent \(\ell\) in the network, it holds that \([A^{n_{\ell k_o}}]_{\ell k_o} > 0\). Then,

\[
[A^{(n_{\ell k_o}+1)}]_{\ell k_o} = [A^{n_{\ell k_o}} A]_{\ell k_o} 
\]

\[
= \sum_{m=1}^{N} [A^{n_{\ell k_o}}]_{\ell m} a_{m k_o} 
\]

\[
\geq [A^{n_{\ell k_o}}]_{\ell k_o} a_{k_o k_o} > 0 
\]  
(6.4)

so that the positivity of the \((\ell, k_o)\)-th entry is maintained at higher powers of \(A\) once it is satisfied at power \(n_{\ell k_o}\). The integers \(\{n_{\ell k_o}\}\) are bounded by \(N\). Let

\[
m_o \overset{\Delta}{=} \max_{1 \leq \ell \leq N} \{n_{\ell k_o}\} 
\]  
(6.5)
Then, the above result implies that
\[ [A^{m_o}]_{k_o, \ell} > 0, \quad \text{for all } \ell \] (6.6)
so that the entries on the \( k_o \)-th column of \( A^{m_o} \) are all positive. Similarly, repeating the argument (6.3) we can verify that for arbitrary agents \((k, \ell)\), with the roles of \( k \) and \( \ell \) now reversed, there exists a path of length \( n_{k\ell} \) such that \( [A^{n_{k\ell}}]_{k\ell} > 0 \). For the same agent \( k_o \) with \( a_{k_o,k_o} > 0 \) as above, it holds that
\[
\left[A^{(n_{k_o\ell}+1)}\right]_{k_o,\ell} = [AA^{n_{k_o\ell}}]_{k_o,\ell} \\
= \sum_{m=1}^{N} a_{k_o,m} [A^{n_{k_o\ell}}]_{m,\ell} \\
\geq a_{k_o,k_o} [A^{n_{k_o\ell}}]_{k_o,\ell} \\
> 0
\] (6.7)
so that the positivity of the \((k_o, \ell)\)-th entry is maintained at higher powers of \( A \) once it is satisfied at power \( n_{k_o\ell} \). Likewise, the integers \( \{n_{k_o,\ell}\} \) are bounded by \( N \). Let
\[
m_o' \triangleq \max_{1 \leq \ell \leq N} \{n_{k_o,\ell}\} \] (6.8)
Then, the above result implies that
\[
[A^{m_o'}]_{k_o,\ell} > 0, \quad \text{for all } \ell
\] (6.9)
so that the entries on the \( k_o \)-th row of \( A^{m_o'} \) are all positive.

Now, let \( n_o = m_o + m_o' \) and let us examine the entries of the matrix \( A^{n_o} \). We can write schematically
\[
A^{n_o} = A^{m_o}A^{m_o'} = \begin{bmatrix} \times \times + + \\ \times \times + + \\ \times \times + + \\ \times \times + + \\ \times \times + + \end{bmatrix} \begin{bmatrix} \times \times \times \times \\ \times \times \times \times \\ \times \times + + + \\ \times \times \times \times \\ \times \times \times \times \end{bmatrix}
\] (6.10)
where the plus signs are used to refer to the positive entries on the \( k_o \)-th column and row of \( A^{m_o} \) and \( A^{m_o'} \), respectively, and the \( \times \) signs are used to refer to the remaining entries of \( A^{m_o} \) and \( A^{m_o'} \), which are necessarily nonnegative. It is clear from the above equality that the resulting entries of \( A^{n_o} \) will all be positive, and we conclude that \( A \) is primitive.

\[ \square \]
One important consequence of the primitiveness of $A$ is that a famous result in matrix theory, known as the Perron-Frobenius Theorem \[27, 113, 189\] allows us to characterize the eigen-structure of $A$ in the following manner — see Lemma F.4 in the appendix:

(a) The matrix $A$ has a single eigenvalue at one.

(b) All other eigenvalues of $A$ are strictly inside the unit circle (and, hence, have magnitude strictly less than one). Therefore, the spectral radius of $A$ is equal to one, $\rho(A) = 1$.

(c) With proper sign scaling, all entries of the right-eigenvector of $A$ corresponding to the single eigenvalue at one are positive. Let $p$ denote this right-eigenvector, with its entries $\{p_k\}$ normalized to add up to one, i.e.,

$$Ap = p, \quad \mathbb{1}^T p = 1, \quad p_k > 0, \quad k = 1, 2, \ldots, N \quad (6.11)$$

We refer to $p$ as the Perron eigenvector of $A$. All other eigenvectors of $A$ associated with the other eigenvalues will have at least one negative or complex entry.

### 6.3 Network Objective

In the remaining chapters of this treatment we are interested in showing how network cooperation can be exploited to solve a variety of problems in an advantageous manner. We are particularly interested in formulations that can solve adaptation, learning, and optimization problems in a decentralized and online manner in response to streaming data. It turns out that useful commonalities run across these three domain problems. For this reason, we shall keep the development general enough and then show, by means of examples, how the results can be used to handle many situations of interest as special cases.

Thus, consider a connected network consisting of a total of $N$ agents, labeled $k = 1, 2, \ldots, N$. We associate with each agent a twice-differentiable individual cost function, denoted by $J_k(w) \in \mathbb{R}$. This function is sometimes called the utility function in applications
involving resource management issues and the risk function in machine learning applications; it may be called by other names in other domains. We adopt the generic terminology of a “cost” function. The function $J_k(w) \in \mathbb{R}$ is itself real-valued. However, for generality, its argument $w \in \mathbb{C}^M$ is assumed to be possibly complex-valued, say, of size $M \times 1$. This set-up is illustrated in Figure 6.4 where we are now representing the bi-directional edges between agents by single segment lines for ease of representation.

![Figure 6.4: A cost function $J_k(w)$ is associated with each individual agent $k$ in the network. The bi-directional edges between agents are being represented by single segment lines for ease of representation. Information can flow both ways over these edges with scalings $\{a_{k\ell}, a_{\ell k}\}$.](image-url)
The objective of the network of agents is still to seek the unique minimizer of the aggregate cost function, \( J_{\text{glob}}(w) \), defined earlier by (5.19) and which we repeat below

\[
J_{\text{glob}}(w) \triangleq \sum_{k=1}^{N} J_k(w) \quad (6.12)
\]

Now, however, we seek a *distributed* (as opposed to a centralized) solution. In a distributed implementation, each agent \( k \) can only rely on its own data and on data from its neighbors. We continue to assume that \( J_{\text{glob}}(w) \) satisfies the conditions of Assumption 5.1 with parameters \( \{\nu_d, \delta_d, \kappa_d\} \), with the subscript "d" now used to indicate that these parameters are related to the distributed implementation.

**Assumption 6.1** (Conditions on aggregate and individual costs). It is assumed that the individual cost functions, \( J_k(w) \), are each twice-differentiable and convex, with at least one of them being \( \nu_d \)-strongly convex. Moreover, the aggregate cost function, \( J_{\text{glob}}(w) \), is also twice-differentiable and satisfies

\[
0 < \frac{\nu_d}{h} I_{hM} \leq \nabla^2_w J_{\text{glob}}(w) \leq \frac{\delta_d}{h} I_{hM} \quad (6.13)
\]

for some positive parameters \( \nu_d \leq \delta_d \).

Under these conditions, the cost \( J_{\text{glob}}(w) \) will have a unique minimizer, which we continue to denote by \( w^o \). Note that we are not requiring the individual costs \( J_k(w) \) to be strongly convex. As mentioned earlier, it is sufficient to assume that at least one of these costs is \( \nu_d \)-strongly convex while the remaining costs are simply convex; this condition ensures that \( J_{\text{glob}}(w) \) will be strongly convex.

The individual costs \( \{J_k(w)\} \) can be distinct across the agents or they can all be identical, i.e., \( J_k(w) \equiv J(w) \) for \( k = 1, 2, \ldots, N \); in the latter situation, the problem of minimizing (6.12) would correspond to the case in which the agents work together to optimize the same cost function. Moreover, when they exist, the minimizers of the individual costs, \( \{J_k(w)\} \), need not coincide with each other or with \( w^o \); we shall write \( w^o_k \) to refer to a minimizer of \( J_k(w) \). There are important
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situations in practice where all minimizers \( \{w_k^0\} \) happen to coincide with each other. For instance, examples abound where agents need to work cooperatively to attain a common objective such as tracking a target, locating a food source, or evading a predator (see, e.g., \[56, 208, 214, 246\]). This scenario is also common in machine learning problems \[4, 37, 85, 192, 233, 239\] when data samples at the various agents are generated by a common distribution parameterized by some vector, \( w^0 \). One such situation is illustrated in the next example.

**Example 6.1 (Common minimizer).** Consider the same setting of Example 3.4 except that we now have \( N \) agents observing streaming data \( \{d_k(i), u_{k,i}\} \) that satisfy the regression model (3.119) with regression covariance matrices \( R_{u,k} = \mathbb{E} u_{k,i}^* u_{k,i} > 0 \) and with the same unknown \( w^0 \), i.e.,

\[
d_k(i) = u_{k,i}w^0 + v_k(i) \tag{6.14}
\]

where the noise process, \( v_k(i) \), is independent of the regression data, \( u_{k,i} \). The individual mean-square-error costs are defined by

\[
J_k(w) = \mathbb{E} |d_k(i) - u_{k,i}w|^2 \tag{6.15}
\]

and are strongly convex in this case, with the minimizer of each \( J_k(w) \) occurring at

\[
w_k^0 = R_{u,k}^{-1} r_{du,k}, \quad k = 1, 2, \ldots, N \tag{6.16}
\]

If we multiply both sides of (6.14) by \( u_{k,i}^* \) from the left, and take expectations, we find that \( w^0 \) satisfies

\[
r_{du,k} = R_{u,k} w^0 \tag{6.17}
\]

This relation shows that the unknown \( w^0 \) from (6.14) satisfies the same expression as \( w_k^0 \) in (6.16), for any \( k = 1, 2, \ldots, N \), so that we must have

\[
w^0 = w_k^0, \quad k = 1, 2, \ldots, N \tag{6.18}
\]

Therefore, this example amounts to a situation where all costs \( \{J_k(w)\} \) attain their minima at the same location, \( w^0 \), even though the moments \( \{r_{du,k}, R_{u,k}\} \) and, therefore, the individual costs \( \{J_k(w)\} \), may be different from each other. This example highlights one convenience of working with mean-square-error (MSE) costs: under linear regression models of the form (6.14), the MSE formulation (6.15) allows each agent to recover \( w^0 \) exactly.
One natural question that arises in the case of a common minimizer is to inquire why agents should cooperate to determine \( w^o \) when each one of them is capable of determining \( w^o \) on its own through (6.16)? There are at least two good reasons to justify cooperation even in this case. First, agents will rarely have access to the full information they need to determine \( w^o \) independently. For example, in many situations, agents may not know fully their own costs \( J_k(w) \). For instance, agents may not know beforehand the statistical moments \( \{ r_{du,k}, R_{u,k} \} \) of the data that they are sensing; this is the situation we encountered earlier in Examples 3.1 and 3.4 when we developed recursive adaptation schemes to address this lack of information. When this occurs, agents would not be able to use (6.16) to determine \( w^o \). Instead, they would need to replace the unavailable moments \( \{ r_{du,k}, R_{u,k} \} \) by some approximations before attempting (6.16). Moreover, different agents will generally be subject to different noise conditions and the quality of their moment approximations will therefore vary. In that case, their estimates for \( w^o \) will be as good as the quality of their data, as we already remarked earlier following result (5.10). Through cooperation with each other, not only agents with “bad” noise conditions will benefit, but also agents with “good” noise conditions can benefit and improve the accuracy of their estimation (see, e.g., Chapter 12 and also [208, 214]).

A second reason to motivate cooperation among the agents is that even when they know the moments \( \{ r_{du,k}, R_{u,k} \} \), the individual costs need not be strongly convex and the agents may not be able to recover \( w^o \) on their own due to ambiguities or ill-conditioning. For example, if some of the covariance matrices \( \{ R_{u,k} \} \) in Example 6.1 are singular, then the corresponding cost functions \( \{ J_k(w) \} \) will not be strongly convex and the individual agents will not be able to determine \( w^o \) uniquely. In that case, cooperation among agents would help them resolve the ambiguity about \( w^o \).

**Example 6.2 (Linear regression models).** Linear data models of the form (6.14) are common in practice. We provide two examples from [208]. Consider first a situation in which agents are spread over a geographical region and observe realizations of an auto-regressive (AR) random process \( \{ d_k(i) \} \) of order \( M \). The AR process observed by agent \( k \) satisfies the model:
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\[ d_k(i) = \sum_{m=1}^{M} \beta_m d_k(i - m) + v_k(i), \quad k = 1, 2, \ldots, N \] (6.19)

where \( i \) is the time index, the scalars \( \{\beta_m\} \) represent the model parameters that the agents wish to identify, and \( v_k(i) \) represents the additive noise process. If we collect the \( \{\beta_m\} \) into an \( M \times 1 \) column vector:

\[ w^o \xlongequal{\Delta} \text{col} \{\beta_1, \beta_2, \ldots, \beta_M\} \] (6.20)

and the past data into a \( 1 \times M \) regression vector:

\[ u_{k,i} \xlongequal{\Delta} [ d_k(i - 1) \quad d_k(i - 2) \quad \ldots \quad d_k(i - M) ] \] (6.21)

then we can rewrite the measurement equation (6.19) in the form (6.14) for each time instant \( i \).

Consider a second example where the agents are now interested in estimating the taps of a communications channel or the parameters of some physical model of interest. Assume the agents are able to independently probe the unknown model and observe its response to excitations in the presence of additive noise. Each agent \( k \) probes the model with an input sequence \( \{u_k(i)\} \) and measures the response sequence, \( \{d_k(i)\} \), in the presence of additive noise. The system dynamics for each agent \( k \) is assumed to be described by a moving-average (MA) model of the form:

\[ d_k(i) = \sum_{m=0}^{M-1} \beta_m u_k(i - m) + v_k(i) \] (6.22)

If we again collect the parameters \( \{\beta_m\} \) into an \( M \times 1 \) column vector \( w^o \), and the input data into a \( 1 \times M \) regression vector:

\[ u_{k,i} = [ u_k(i) \quad u_k(i - 1) \quad \ldots \quad u_k(i - M + 1) ] \] (6.23)

then we arrive again at the same linear model (6.14).

\textbf{Example 6.3 (Mean-square-error (MSE) networks).} The data model introduced in Example 6.1 will be called upon frequently in our presentation to illustrate various concepts and results. We shall refer to strongly-connected networks with agents receiving data according to model (6.14) and seeking to estimate \( w^o \) by adopting the mean-square-error costs \( J_k(w) \) defined by (6.15), as mean-square-error (MSE) networks.

We find it useful to collect in this example the details of the model for ease of reference whenever necessary. Thus, refer to Figure 6.5. The plot shows a
A strongly-connected network where each agent is subjected to streaming data \( \{d_k(i), u_{k,i}\} \) that satisfy the linear regression model (6.24). The cost associated with each agent is the mean-square-error cost defined by (6.25).

**Figure 6.5:** Illustration of mean-square-error (MSE) networks. The plot shows a strongly-connected network where each agent is subjected to streaming data \( \{d_k(i), u_{k,i}\} \) that satisfy the linear regression model (6.24). The cost associated with each agent is the mean-square-error cost defined by (6.25).

\[
d_k(i) = u_{k,i}w^o + v_k(i)
\]

for some unknown \( M \times 1 \) vector \( w^o \). A mean-square-error cost is associated with each agent \( k \), namely,

\[
J_k(w) = \mathbb{E}|d_k(i) - u_{k,i}w|^2, \quad k = 1, 2, \ldots, N
\]

The processes \( \{d_k(i), u_{k,i}, v_k(i)\} \) that appear in (6.24) are assumed to represent zero-mean jointly wide-sense stationary random processes that satisfy the following three conditions (these conditions help facilitate the
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analysis of such networks):

(a) The regression data \( \{ u_{k,i} \} \) are temporally white and independent over space with

\[
\mathbb{E} u_{k,i}^* u_{\ell,j} \overset{\Delta}{=} R_{u,k} \delta_{k,\ell} \delta_{i,j} \tag{6.26}
\]

where \( R_{u,k} > 0 \) and the symbol \( \delta_{m,n} \) denotes the Kronecker delta sequence: its value is equal to one when \( m = n \) and its value is equal to zero otherwise.

(b) The noise process \( \{ v_k(i) \} \) is temporally white and independent over space with variance

\[
\mathbb{E} v_k(i) v_\ell^*(j) \overset{\Delta}{=} \sigma_{v,k}^2 \delta_{k,\ell} \delta_{i,j} \tag{6.27}
\]

(c) The regression and noise processes \( \{ u_{\ell,j}, v_k(i) \} \) are independent of each other for all \( k, \ell, i, j \).

■
There are several distributed strategies that can be used to seek the minimizer of (6.12), namely,

$$w^0 \triangleq \arg \min_w \sum_{k=1}^{N} J_k(w) \quad (7.1)$$

In this chapter, we describe three prominent strategies, namely,

(a) incremental strategies — see, e.g., [30, 31, 38, 55, 109, 129, 156, 161, 172, 193, 194, 209, 210];

(b) consensus strategies — see, e.g., [18, 26, 32, 46, 84, 87, 128, 137, 138, 174, 175, 185, 198, 204, 208, 214, 224, 241, 242, 265, 267];

(c) diffusion strategies — see, e.g., [62, 66, 69, 70, 86, 152, 163, 207, 208, 211, 214, 232, 238, 248, 248, 276, 277].

While these algorithms can be motivated in alternative ways, some more formal than others, we opt to present them by using the centralized implementation (5.22) as a starting point, which we repeat below for ease of reference:

$$w_i = w_{i-1} - \frac{\mu}{N} \sum_{k=1}^{N} \nabla w^* J_k(w_{i-1}), \quad i \geq 0 \quad (7.2)$$
7.1 Incremental Strategy

We start with the incremental strategy. The centralized algorithm (7.2) is obviously not distributed since it requires that all information from the agents be aggregated at the fusion center to compute the sum of the gradient approximations. We can rewrite the algorithm in an equivalent manner that will motivate a particular distributed solution as follows.

\[ \frac{\mu}{N} \nabla_w J_0(w_{5,i}) \]

Figure 7.1: Starting from the given network on the left, a cyclic path is defined that visits all agents and is shown on the right. The agents are then re-numbered with agent 1 referring to the start of the cyclic path and agent \( N \) referring to its end. The diagram in the bottom illustrates the incremental calculations that are carried out by agent 6.
Referring to Figure 7.1, starting from a given network topology, we first determine a cyclic trajectory that covers all agents in the network in succession, one after the other. To facilitate the description of this construction, once a cycle has been selected, we re-number the agents along the trajectory from 1 to \( N \) with \( \#1 \) designating the agent at the start of the trajectory and \( \#N \) designating the agent at the end of the trajectory. Then, at each iteration \( i \), the centralized update (7.2) can be split into \( N \) consecutive incremental steps, with each step performed locally at one of the agents:

\[
\begin{align*}
\mathbf{w}_{1,i} &= \mathbf{w}_{i-1} - \frac{\mu}{N} \nabla_{\mathbf{w}^*} J_1(\mathbf{w}_{i-1}) \\
\mathbf{w}_{2,i} &= \mathbf{w}_{1,i} - \frac{\mu}{N} \nabla_{\mathbf{w}^*} J_2(\mathbf{w}_{i-1}) \\
\mathbf{w}_{3,i} &= \mathbf{w}_{2,i} - \frac{\mu}{N} \nabla_{\mathbf{w}^*} J_3(\mathbf{w}_{i-1}) \\
&\vdots \\
\mathbf{w}_{i} &= \mathbf{w}_{i-1,i} - \frac{\mu}{N} \nabla_{\mathbf{w}^*} J_N(\mathbf{w}_{i-1}) 
\end{align*}
\] (7.3)

In this implementation, information is passed from one agent to the next over the cyclic path until all agents are visited and the process is then repeated. Agent 1 starts with the existing iterate \( \mathbf{w}_{i-1} \) and updates it to \( \mathbf{w}_{1,i} \) using its approximation for its own gradient vector. Agent 2 then receives the updated iterate \( \mathbf{w}_{1,i} \) from agent 1 and updates it to \( \mathbf{w}_{2,i} \) using its approximate gradient vector, and so on. More generally, each agent \( k \) receives an intermediate variable, denoted by \( \mathbf{w}_{k-1,i} \), from its predecessor agent \( k-1 \), incrementally adds one term from the gradient sum in (7.2) to this variable, and then computes its iterate, \( \mathbf{w}_{k,i} \):

\[
\mathbf{w}_{k,i} = \mathbf{w}_{k-1,i} - \frac{\mu}{N} \nabla_{\mathbf{w}^*} J_k(\mathbf{w}_{i-1}) 
\] (7.4)

At the end of the cycle of \( N \) steps in (7.3), the iterate \( \mathbf{w}_{N,i} \) at agent \( N \) coincides with the iterate \( \mathbf{w}_{i} \) that would have resulted from (7.2).

Although recursion (7.3) is cooperative in nature, in that each agent is using some information from its preceding neighbor, this implementation still requires all agents to have access to one global piece of information represented by the vector \( \mathbf{w}_{i-1} \). This is because this vector is used by all agents to evaluate the approximate gradient vectors in (7.3).
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Consequently, implementation (7.3) is still not distributed. A fully distributed solution can only involve sharing of, and access to, information from local neighbors. At this point, we resort to a useful incremental construction, which has been widely studied in the literature (see, e.g., [30, 31, 38, 55, 109, 129, 156, 161, 172, 193, 194, 209, 210]). According to this construction, each agent $k$ replaces the unavailable global variable $w_{i-1}$ in (7.3) by the incremental variable it receives from its predecessor, which we denoted by $w_{k-1,i}$. The approximate gradient vector is then evaluated at this intermediate variable, $w_{k-1,i}$ rather than at the global variable $w_{i-1}$, namely, equation (7.4) is replaced by

$$w_{k,i} = w_{k-1,i} - \frac{\mu}{N} \nabla_{w^*} J_k(w_{k-1,i})$$

(7.5)

Obviously, the factor $1/N$ can be absorbed into the step-size $\mu$. We leave it explicit to enable comparisons later with other distributed strategies. The resulting incremental implementation is summarized as follows.

**Incremental strategy for adaptation and learning**

For each time instant $i \geq 0$:

- set the fictitious boundary condition at $w_{0,i} \leftarrow w_{i-1}$.
- cycle over agents $k = 1, 2, \ldots, N$:
  - agent $k$ receives $w_{k-1,i}$ from its preceding neighbor $k-1$.
  - agent $k$ performs: $w_{k,i} = w_{k-1,i} - \frac{\mu}{N} \nabla_{w^*} J_k(w_{k-1,i})$
- $w_i \leftarrow w_{N,i}$

**Example 7.1 (Incremental LMS networks).** For the MSE network of Example 6.3, once a cyclic path has been determined and the agents renumbered from $1$ to $N$, the incremental strategy (7.6) reduces to the following incremental LMS algorithm from [55, 156, 161, 209]:

$$w_{k,i} = w_{k-1,i} + \frac{2\mu}{Nh} u_{k,i}^* (d_{k}(i) - u_{k,i} w_{k-1,i})$$

(7.7)

where $h = 1$ for real data and $h = 2$ for complex data. It is understood that when the data are real-valued, the complex-conjugate transposition appearing on $u_{k,i}^*$ should be replaced by the standard transposition, $u_{k,i}^T$. $\blacksquare$
The incremental solution (7.6) suffers from a number of limitations for applications involving adaptation and learning from streaming data. First, the incremental strategy is sensitive to agent or link failures. If an agent or link over the cyclic path fails, then the information flow over the network is interrupted. Second, starting from an arbitrary topology, determining a cyclic path that visits all agents is generally an NP-hard problem [139]. Third, cooperation between agents is limited with each agent allowed to receive data from one preceding agent and to share data with one successor agent. Fourth, for every iteration $i$, it is necessary to perform $N$ incremental steps and to cycle through all agents in order to update $w_{i-1}$ to $w_i$; this means that the processing at the agents needs to be fast enough so that the $N$ update steps can be completed before the next cycle begins. For these reasons, we shall not comment further on incremental strategies in this work. Readers can refer to more detailed studies that appear, for example, in [30, 31, 38, 55, 109, 129, 156, 161, 172, 193, 194, 209, 210].

We move on to motivate two other distributed strategies based on consensus and diffusion techniques that do not suffer from these limitations. These techniques take advantage of the following flexibility: (a) First, there is no reason why agents should only receive information from one neighbor at a time and pass information to only one other neighbor; (b) second, there is also no reason why the global variable $w_{i-1}$ in (7.4) cannot be replaced by some other choice, other than $w_{k-1,i}$, to attain decentralization; and (c) third, there is no reason why agents cannot adapt and learn simultaneously with other agents rather than wait for each cycle to complete.

### 7.2 Consensus Strategy

Examining description (7.6) for the incremental solution, we observe that the two objectives of cooperation and decentralization are attained by means of two artifacts. First, each agent $k$ receives the incremental variable $w_{k-1,i}$ from its predecessor and updates it to $w_{k,i}$ using its own gradient vector approximation. This step, although limited, enforces one form of cooperation between two adjacent neighbors. Second, each
agent uses the iterate $w_{k-1,i}$ received from its neighbor to replace the global variable $w_{i-1}$ appearing in (7.4) by $w_{k-1,i}$. This step allows the implementation to become decentralized with agents now relying solely on local data that are available to them. We highlight these two factors by rewriting the incremental step (7.4) at agent $k$ as follows:

$$w_{k,i} = w_{k-1,i} - \frac{\mu}{N} \nabla w^* J_k(w_{k-1,i})$$

(7.8)

where the term marked by the letters (coop) assists with cooperation and the term marked by the letters (decen) assists with decentralization. Both terms involve the same iterate $w_{k-1,i}$, which appears twice on the right-hand side of the incremental update (7.8).

In the consensus strategy, the first $w_{k-1,i}$ that agent $k$ uses as the cooperation factor (coop) is replaced by a convex combination of the iterates that are available at the neighbors of agent $k$ — see the first term on the right-hand side of (7.9). With regards to the second $w_{k-1,i}$ on the right-hand side of (7.8), it is replaced by $w_{k,i-1}$; this quantity is the iterate that is already available at agent $k$. In this manner, the consensus iteration at each agent $k$ is given by:

$$w_{k,i} = \sum_{\ell \in \mathcal{N}_k} a_{\ell k} w_{\ell,i-1} - \mu_k \nabla w^* J_k(w_{k,i-1})$$

(7.9)

where we are further replacing the step-size $\mu/N$ in the incremental implementation by $\mu_k$ in the consensus implementation and allowing it to be agent-dependent for generality. This is because, as we are going to see, each agent will now be able to run its update simultaneously with the other agents. Moreover, it can be verified that by employing $\mu/N$ for incremental (and centralized solutions) and $\mu_k \equiv \mu$ for consensus, the convergence rates of these strategies will be similar (see future expression (11.141) in Example 11.2. Observe that the consensus update (7.9) can also be motivated by starting instead from the non-cooperative step (5.76) and replacing the first iterate $w_{k,i-1}$ by the convex combination used in (7.9).

The combination coefficients $\{a_{\ell k}\}$ that appear in (7.9) are nonnegative scalars that are chosen to satisfy the following conditions for each
agent \( k = 1, 2, \ldots, N \):

\[
a_{\ell k} \geq 0, \quad \sum_{\ell=1}^{N} a_{\ell k} = 1, \quad \text{and} \quad a_{\ell k} = 0 \text{ if } \ell \notin N_k
\]  

(7.10)

Condition (7.10) means that for every agent \( k \), the sum of the weights \( \{a_{\ell k}\} \) on the edges that arrive at it from its neighbors is one; the scalar \( a_{\ell k} \) represents the weight that agent \( k \) assigns to the iterate \( w_{\ell,i-1} \) that it receives from agent \( \ell \). The coefficients \( \{a_{\ell k}\} \) are free weighting parameters that are chosen by the designer; obviously, their selection will influence the performance of the algorithm (see Chapter 11). If we collect the entries \( \{a_{\ell k}\} \) into an \( N \times N \) matrix \( A \), such that the \( k \)-th column of \( A \) consists of \( \{a_{\ell k}, \ell = 1, 2, \ldots, N\} \), then the second condition in (7.10) translates into saying that the entries on each column of \( A \) add up to one, i.e.,

\[
A^T \mathbb{1} = \mathbb{1}
\]

(7.11)

We say that \( A \) is a left-stochastic matrix. One useful property of left-stochastic matrices is that the spectral radius of every such matrix is equal to one (so that the magnitude of any of the eigenvalues of \( A \) is bounded by one), i.e., \( \rho(A) = 1 \) (see [27, 104, 113, 189, 208] and Lemma F.4 in the appendix).

Now observe the following important fact from the consensus update (7.9). The information that is used by agent \( k \) from its neighbors are the iterates \( \{w_{\ell,i-1}\} \) and these iterates are already available for use from the previous iteration \( i - 1 \). As such, there is no need any longer to cycle through the agents. At every iteration \( i \), all agents in the network can run their consensus update (7.9) simultaneously by using iterates that are available from iteration \( i - 1 \) at their neighbors to update their weight vectors. Accordingly, the consensus strategy (7.9) can be applied to a given network topology using its existing agent numbering (or labeling) scheme without the need to select a cycle and to re-number the agents, as was the case with the incremental strategy.
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Figure 7.2: The diagram in the bottom shows the operations involved in the consensus implementation (7.9) at agent $k$, whose neighbors are agents assumed to be $\{4, 7, \ell, k\}$.

Consensus strategy for adaptation and learning

for each time instant $i \geq 0$:

each agent $k = 1, 2, \ldots, N$ performs the update:

$$
\begin{align*}
\psi_{k,i-1} &= \sum_{\ell \in \mathcal{N}_k} a_{k\ell} w_{\ell,i-1} \\
w_{k,i} &= \psi_{k,i-1} - \mu_k \nabla_w J_k(w_{k,i-1})
\end{align*}
$$

(7.12)

end
In the consensus implementation (7.9), at each iteration $i$, every agent $k$ performs two steps: it aggregates the iterates from its neighbors and, subsequently, updates this aggregate value by the (negative of the conjugate) gradient vector evaluated at its existing iterate — see Figure 7.2. An equivalent representation that is useful for later analysis is to rewrite the consensus iteration (7.9) as shown in (7.12), where the intermediate iterate that results from the neighborhood combination is denoted by $\psi_{k,i-1}$. Observe that the gradient vector in the consensus implementation (7.12) is evaluated at $w_{k,i-1}$ and not $\psi_{k,i-1}$.

**Example 7.2 (Consensus LMS networks).** For the MSE network of Example 6.3, the consensus strategy (7.12) reduces to the following equivalent forms:

$$w_{k,i} = \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1} + \frac{2\mu_k}{h} u_{k,i}^*[d_k(i) - u_{k,i} w_{k,i-1}]$$

or

$$\begin{cases}
\psi_{k,i-1} = \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1} \\
w_{k,i} = \psi_{k,i-1} + \frac{2\mu_k}{h} u_{k,i}^*[d_k(i) - u_{k,i} w_{k,i-1}]
\end{cases}$$

(7.14)

where again $h = 1$ for real data and $h = 2$ for complex data. Moreover, when the data are real-valued, the complex-conjugate transposition appearing on $u_{k,i}^*$ should be replaced by the standard transposition, $u_{k,i}^T$.

### 7.3 Diffusion Strategy

For ease of comparison, we repeat the incremental and consensus iterations (7.8) and (7.9) below:

$$w_{k,i} = \underbrace{w_{k-1,i}}_{\text{(coop)}} - \frac{\mu}{N} \nabla_{w^*} J_k\left( w_{k-1,i} \right)$$

(7.15)

$$(\text{incremental})$$

$$w_{k,i} = \underbrace{\sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1}}_{\text{(coop)}} - \mu_k \nabla_{w^*} J_k( w_{k,i-1} )$$

(7.16)

$$(\text{consensus})$$
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If we examine these updates, we observe that the cooperation and decentralization terms \((\text{coop})\) and \((\text{decen})\) in the incremental implementation \((7.15)\) are identical to each other and equal to \(w_{k-1,i}\). On the other hand, the consensus construction \((7.16)\) treats the factors “coop” and “decen” asymmetrically: the decentralization term \((\text{decen})\) is \(w_{k,i-1}\) while the cooperation term \((\text{coop})\) is different and involves a convex combination. This asymmetry is also clear from the equivalent form \((7.12)\), where it is seen that the gradient vector in \((7.12)\) is evaluated at \(w_{k,i-1}\) and not at the updated iterate \(\psi_{k,i-1}\). The asymmetry in the consensus update will be shown later in Sec. 10.6, and also in Examples 8.4 and 10.1, to be problematic when the strategy is used for adaptation and learning over networks. This is because the asymmetry can cause an unstable growth in the state of the network \([248]\). Diffusion strategies remove the asymmetry problem.

**Combine-then-Adapt (CTA) Diffusion Strategy**

There are several variations of the distributed diffusion strategy. The first diffusion variant can be motivated by requiring the *same* convex combination to be used for both the cooperation \((\text{coop})\) and decentralization \((\text{decen})\) factors. Doing so leads to the following algorithm known as the Combine-then-Adapt (CTA) diffusion strategy:

\[
\begin{align*}
w_{k,i} &= \sum_{\ell \in \mathcal{N}_k} a_{\ell k} w_{\ell,i-1} - \mu_k \nabla w^* J_k \left( \sum_{\ell \in \mathcal{N}_k} a_{\ell k} w_{\ell,i-1} \right) \tag{7.17}
\end{align*}
\]

This implementation has *exactly the same* computational complexity as the consensus implementation \((7.16)\). To see why, we rewrite \((7.17)\) in a more revealing form in \((7.18)\), where the convex combination term is first evaluated into an intermediate state variable, \(\psi_{k,i-1}\), and subsequently used to perform the gradient update — see Figure 7.3. Observe that in this form, and compared with \((7.12)\), the gradient vector is now evaluated at \(\psi_{k,i-1}\).
Diffusion strategy for adaptation and learning (CTA)

for each time instant $i \geq 0$:

each agent $k = 1, 2, \ldots, N$ performs the update:

\[
\begin{align*}
\psi_{k,i} &= \psi_{k,i-1} - \mu_k \nabla \tilde{w} J_k(\psi_{k,i-1}) \\
&= \psi_{k,i-1} - \mu_k \nabla J_k(\psi_{k,i-1}) \\
\end{align*}
\]

Figure 7.3: The diagram in the bottom shows the operations involved in the CTA diffusion implementation (7.18) at agent $k$, whose neighbors are agents $\{4, 7, \ell, k\}$.
At every iteration $i$, the strategy (7.18) performs two operations. The first operation is an aggregation step where agent $k$ combines the existing iterates from its neighbors to obtain the intermediate iterate $\psi_{k,i-1}$. All other agents in the network are simultaneously performing a similar step and aggregating the iterates of their neighbors. The second operation in (7.18) is an adaptation step where agent $k$ approximates its gradient vector and uses it to update its intermediate iterate to $w_{k,i}$. Again, all other agents in the network are simultaneously performing a similar information exchange step. The reason for the name “Combine-then-Adapt” (CTA) strategy is that the first step in (7.18) involves a combination step, while the second step involves an adaptation step. The reason for the qualification “diffusion” is that the use of the intermediate state $\psi_{k,i-1}$ in both steps in (7.18) allows information to diffuse more thoroughly through the network. This is because information is not only being diffused through the aggregation of the neighborhood iterates, but also through the evaluation of the gradient vector at the aggregate state value.

**Adapt-then-Combine (ATC) Diffusion Strategy**

A similar implementation can be obtained by switching the order of the combination and adaptation steps in (7.18), as shown in the listing (7.19) — see Figure 7.4. The structure of the CTA and ATC strategies are fundamentally identical: the difference lies in which variable we choose to correspond to the updated iterate $w_{k,i}$. In ATC, we choose the result of the combination step to be $w_{k,i}$, whereas in CTA we choose the result of the adaptation step to be $w_{k,i}$.

\[
\begin{align*}
\text{Diffusion strategy for adaptation and learning (ATC)} \\
\text{for each time instant } i \geq 0: \\
\text{each agent } k = 1, 2, \ldots, N \text{ performs the update:} \\
\begin{cases}
\psi_{k,i} = w_{k,i-1} - \mu_k \nabla_w J_k(w_{k,i-1}) \\
w_{k,i} = \sum_{i \in N_k} a_{ik} \psi_{i,i}
\end{cases} \\
\end{align*}
\]
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Figure 7.4: The diagram on the right shows the operations involved in the ATC diffusion implementation (7.19) at agent $k$, whose neighbors are agents $\{4, 7, \ell, k\}$.

In the ATC implementation, the first operation is the adaptation step where agent $k$ uses its approximate gradient vector to update $w_{k,i-1}$ to the intermediate state $\psi_{k,i}$. All other agents in the network are performing a similar step simultaneously and updating their existing iterates $\{w_{\ell,i-1}\}$ into intermediate iterates $\{\psi_{\ell,i}\}$ by using information from their neighbors. The second step in (7.19) is an aggregation or consultation step where agent $k$ combines the intermediate iterates from its neighbors to obtain its updated iterate $w_{k,i}$. Again, all other agents in the network are simultaneously performing a similar step. The reason for the name “Adapt-then-Combine” (ATC) strategy is
that the first step (7.19) is an adaptation step, while the second step is a combination step. Again, this implementation has exactly the same computational complexity as the consensus implementation (7.16). If desired, both steps in (7.19) can be combined into a single update as:

\[
    w_{k,i} = \sum_{\ell \in N_k} a_{\ell k} \left( w_{\ell,i-1} - \mu_\ell \nabla_{w^\prime} J_\ell(w_{\ell,i-1}) \right)
\]

(7.20)

or, equivalently,

\[
    w_{k,i} = \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1} - \sum_{\ell \in N_k} a_{\ell k} \mu_\ell \nabla_{w^\prime} J_\ell(w_{\ell,i-1})
\]

(7.21)

where it is seen that the gradient vectors of the neighbors are also being combined by the ATC update, with each gradient evaluated at the respective iterate \( w_{\ell,i-1} \).

**Example 7.3 (Diffusion LMS networks).** For the MSE network of Example 6.3, the CTA and ATC diffusion strategies (7.18) and (7.19) reduce to the following updates:

\[
    \begin{align*}
    \psi_{k,i-1} &= \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1} \\
    w_{k,i} &= \psi_{k,i-1} + 2\mu_k h^* u_{k,i} \left[ d_k(i) - u_{k,i} \psi_{k,i-1} \right]
    \end{align*}
\]

(CTA) (7.22)

and

\[
    \begin{align*}
    \psi_{k,i} &= w_{k,i-1} + \frac{2\mu_k}{h} u_{k,i}^* \left[ d_k(i) - u_{k,i} w_{k,i-1} \right] \\
    w_{k,i} &= \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i}
    \end{align*}
\]

(ATC) (7.23)

where for real data and \( h = 2 \) for complex data. Again, when the data are real-valued, the complex-conjugate transposition appearing on \( u_{k,i}^* \) should be replaced by the standard transposition, \( u_{k,i}^T \).

**Example 7.4 (Diffusion logistic network).** We reconsider the pattern classification problem from Example 3.2 where we now allow \( N \) agents to cooperate with each other over a connected network topology to solve the logistic regression problem — see Figure 7.5.
Each agent $k$ is assumed to receive streaming data $\{\gamma_k(i), h_{k,i}\}$ at time $i$. The variable $\gamma_k(i)$ assumes the values $\pm 1$ and designates the class that feature vector $h_{k,i}$ belongs to. The objective is to use the training data to determine the vector $w$ that minimizes the regularized logistic cost under the assumption of joint wide-sense stationarity over the random data:

$$J(w) = \frac{\rho}{2} \|w\|^2 + \mathbb{E} \left\{ \ln \left( 1 + e^{-\gamma_k(i) h_{k,i}^T w} \right) \right\}$$  \hspace{1cm} (7.24)

where $J(w)$ is the same for all agents. The corresponding loss function is

$$Q(w; \gamma_k(i), h_{k,i}) = \frac{\rho}{2} \|w\|^2 + \ln \left( 1 + e^{-\gamma_k(i) h_{k,i}^T w} \right)$$  \hspace{1cm} (7.25)

By using the gradient vector of $Q(\cdot)$ relative to $w^T$ to approximate $\nabla_w J(w)$, we arrive at the following ATC diffusion implementation of a distributed strat-
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Diffusion Strategy for solving the logistic regression problem cooperatively:

\[
\begin{align*}
\psi_{k,i} &= (1 - \rho k)w_{k,i-1} + \mu_k \gamma_k(i) h_{k,i} \left( \frac{1}{1 + e^{\gamma_k(i)} h_{k,i}^T w_{k,i-1}} \right) \\
w_{k,i} &= \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i}
\end{align*}
\] (7.26)

\[\text{Diffusion Strategies with Enlarged Cooperation}\]

Other forms of diffusion strategies are possible by allowing for enlarged cooperation and exchange of information among the agents, such as exchanging gradient vector approximations in addition to the iterates. For example, the following two forms of CTA and ATC employ an additional set of combination coefficients \(\{c_{\ell k}\}\) to aggregate gradient information [62, 66, 208]:

\[
\begin{align*}
\psi_{k,i-1} &= \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1} \\
w_{k,i} &= \psi_{k,i-1} - \mu_k \sum_{\ell \in N_k} c_{\ell k} \nabla w^\top J_\ell(\psi_{k,i-1}) \\
\end{align*}
\] (CTA) (7.27)

and

\[
\begin{align*}
\psi_{k,i} &= w_{k,i-1} - \mu_k \sum_{\ell \in N_k} c_{\ell k} \nabla w^\top J_\ell(w_{k,i-1}) \\
w_{k,i} &= \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i}
\end{align*}
\] (ATC) (7.28)

where the \(\{c_{\ell k}\}\) are nonnegative scalars that satisfy the following conditions for all agents \(k = 1, 2, \ldots, N\):

\[c_{\ell k} \geq 0, \quad \sum_{k=1}^N c_{\ell k} = 1, \quad \text{and} \quad c_{\ell k} = 0 \text{ if } \ell \notin N_k\] (7.29)

The coefficients \(\{c_{\ell k}\}\) are free parameters that are chosen by the designer. If we collect the entries \(c_{\ell k}\) into an \(N \times N\) matrix \(C\), so that the \(\ell\)-th row of \(C\) is formed of \(\{c_{\ell k}, \; k = 1, 2, \ldots, N\}\), then the second condition in (7.29) corresponds to the requirement that the entries on each row of \(C\) should add up to one, i.e.,

\[C \mathbf{1} = \mathbf{1}\] (7.30)
We say that $C$ is a right-stochastic matrix. Observe that the above enlarged diffusion strategies are equivalent to associating with each agent $k$ the weighted neighborhood cost function:

$$J_k^\prime(w) \triangleq \sum_{\ell \in \mathcal{N}_k} c_{\ell k} J_\ell(w)$$

and then applying (7.18) or (7.19). Our discussion in the sequel focuses on the case $C = I_N$. Additional details on the case $C \neq I_N$ appear in [62, 66, 208].

**Discussion and Related Literature**

As remarked in [207, 208], there has been extensive work on consensus techniques in the literature, starting with the foundational results by [26, 84], which were of a different nature and did not respond to streaming data arriving continuously at the agents, as is the case, for instance, with the continuous arrival of data $\{d_k(i), u_{k,i}\}$ in Examples 7.2–7.4. The original consensus formulation deals instead with the problem of computing averages over graphs. This can be explained as follows [26, 84, 241, 242]. Consider a collection of (scalar or vector) measurements denoted by $\{w_\ell, \ell = 1, 2, \ldots, N\}$ available at the vertices of a connected graph with $N$ agents. The objective is to devise a distributed algorithm that enables every agent to determine the average value:

$$\overline{w} \triangleq \frac{1}{N} \sum_{k=1}^{N} w_k$$

by interacting solely with its neighbors. When this occurs, we say that the agents have reached consensus (or agreement) about $\overline{w}$. We select an $N \times N$ doubly-stochastic combination matrix $A = [a_{\ell k}]$; a doubly-stochastic matrix is one that has nonnegative elements and satisfies

$$A^T \mathbb{1} = \mathbb{1}, \quad A \mathbb{1} = \mathbb{1}$$

We assume the second largest-magnitude eigenvalue of $A$ satisfies

$$|\lambda_2(A)| < 1$$
Using the combination coefficients \( \{a_{\ell k}\} \), each agent \( k \) then iterates \textit{repeatedly} on the data of its neighbors:

\[
    w_{k,i} = \sum_{\ell \in \mathcal{N}_k} a_{\ell k} w_{\ell,i-1}, \quad i \geq 0, \quad k = 1, 2, \ldots, N
\]  

(7.35)

starting from the boundary conditions \( w_{\ell,-1} = w_\ell \) for all \( \ell \in \mathcal{N}_k \).

The superscript \( i \) continues to denote the iteration index. Every agent \( k \) in the network performs the same calculation, which amounts to combining repeatedly, and in a convex manner, the state values of its neighbors. It can then be shown that (see [26, 84] and [208, App.E]):

\[
    \lim_{i \to \infty} w_{k,i} = \bar{w}, \quad k = 1, 2, \ldots, N
\]  

(7.36)

In this way, through the localized iterative process (7.35), the agents are able to converge to the global average value, \( \bar{w} \).

Motivated by this elegant result, several works in the literature (e.g., [8, 32, 52, 83, 128, 137, 138, 142, 174, 175, 179, 224, 242, 265]) proposed useful extensions of the original consensus construction (7.35) to minimize aggregate costs of the form (5.19) or to solve distributed estimation problems of the least-squares or Kalman filtering type. Some of the earlier extensions involved the use of two separate time-scales: one faster time-scale for performing multiple consensus iterations similar to (7.35) over the states of the neighbors, and a second slower time-scale for performing gradient vector updates or for updating the estimators by using the result of the consensus iterations (e.g., [52, 83, 128, 138, 142, 179, 265]). An example of a two-time scale implementation would be an algorithm of the following form:

\[
    \begin{cases}
    w_{\ell,i-1}^{(-1)} & \leftarrow w_{\ell,i-1}, \text{ for all agents } \ell \text{ at iteration } i - 1 \\
    \text{for } n = 0, 1, 2, \ldots, J - 1 \text{ iterate:} \\
    w_{k,i-1}^{(n)} & = \sum_{\ell \in \mathcal{N}_k} a_{\ell k} w_{\ell,i-1}^{(n-1)}, \text{ for all } k = 1, 2, \ldots, N \\
    \text{end} \\
    w_{k,i} & = w_{k,i-1}^{(J-1)} - \mu_k \nabla w^* J_k(w_{k,i-1})
    \end{cases}
\]  

(7.37)

If we compare the last equation in (7.37) with (7.9), we observe that the variable \( w_{k,i-1}^{(J-1)} \) that is used in (7.37) to obtain \( w_{k,i} \) is the result of \( J \)
repeated applications of a consensus operation of the form (7.35) on the iterates \( \{w_{\ell,i-1}\} \). The purpose of these repeated calculations is to approximate well the average of the iterates in the neighborhood of agent \( k \). These \( J \) repeated averaging operations need to be completed before the availability of the gradient information for the last update step in (7.37). In other words, the \( J \) averaging operations need to performed at a faster rate than the last step in (7.37). Such two time-scale implementations are a hindrance for real-time adaptation from streaming data. The separate time-scales turn out to be unnecessary and this fact was one of the motivations for the introduction of the single time-scale diffusion strategies in \([57, 58, 60, 61, 159, 160, 162, 163, 211]\).

Building upon a useful procedure for distributed optimization from \([242, \text{Eq. (2.1)}]\) and \([32, \text{Eq. (7.1)}]\), more recent works proposed single time-scale implementations for consensus strategies as well by using an implementation similar to (7.9) — see, e.g., \([46, \text{Eq. (3)}]\), \([174, \text{Eq. (3)}]\), \([87, \text{Eq. (19)}]\), and \([137, \text{Eq.(9)}]\). These references, however, generally employ decaying step-sizes, \( \mu_k(i) \to 0 \), to ensure that the iterates \( \{w_{k,i}\} \) across all agents will converge almost-surely to the same value (thus, reaching agreement or consensus), namely, they employ recursions of the form:

\[
w_{k,i} = \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1} - \mu_k(i) \widehat{\nabla w^*} J_k(w_{k,i-1}) \tag{7.38}
\]

or variations thereof, such as replacing \( \mu_k(i) \) by some time-variant gain matrix sequence, say, \( K_{k,i} \):

\[
w_{k,i} = \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1} - K_{k,i} \cdot \widehat{\nabla w^*} J_k(w_{k,i-1}) \tag{7.39}
\]

As noted before, when diminishing step-sizes are used, adaptation is turned off over time, which is prejudicial for learning purposes. For this reason, we are instead setting the step-sizes to constant values in (7.9) in order to endow the consensus iteration with continuous adaptation and learning abilities (and to enhance the convergence rate). It turns out that some care is needed for consensus implementations when constant step-sizes are used. The main reason is that, as explained later in Sec. 10.6 and also Examples 8.4 and 10.1, and as alluded to
earlier, instability can occur in consensus networks due to an inherent asymmetry in the dynamics of the consensus iteration.

A second main reason for the introduction of cooperative strategies of the diffusion type (7.22) and (7.23) has been to show that single time-scale distributed learning from streaming data is possible, and that this objective can be achieved under constant step-size adaptation in a stable manner [60, 62, 69, 70, 159, 160, 162, 163, 211, 277] — see also Chapters 9–11 further ahead; the diffusion strategies further allow $A$ to be left-stochastic and permit larger modes of cooperation than doubly-stochastic policies. The CTA diffusion strategy (7.22) was first introduced for mean-square-error estimation problems in [159, 160, 163, 211]. The ATC diffusion structure (7.23), with adaptation preceding combination, appeared in the work [57] on adaptive distributed least-squares schemes and also in the works [58, 60–62] on distributed mean-square-error and state-space estimation methods. The CTA structure (7.18) with an iteration dependent step-size that decays to zero, $\mu(i) \to 0$, was employed in [153, 196, 226] to solve distributed optimization problems that require all agents to reach agreement. The ATC form (7.23), also with an iteration dependent sequence $\mu(i)$ that decays to zero, was employed in [34, 227] to ensure almost-sure convergence and agreement among agents.

There has also been works on applying instead the alternating direction method of multipliers (ADMM) [44] to the design of consensus-type algorithms in [165, 216]. To enforce agreement among the agents, these last two references impose the requirement that the iterates at the agents should match each other. By doing so, the authors arrive at an implementation that necessitates the fine tuning of several parameters and whose performance is sensitive to the values of these parameters. Specifically, reference [216] considers networks where agents sense real-valued data $\{d_k(i), u_{k,i}\}$ that are related via the regression model $d_k(i) = u_{k,i}w^o + v_k(i)$. The individual cost associated with each agent is again the mean-square-error cost, $J_k(w) = \mathbb{E}(d_k(i) - u_{k,i}w)^2$.

The network model used in [216] is not homogeneous and assumes a special structure. The network is assumed to consist of two types of nodes. One type involves “regular” agents, indexed by $k$, where data
samples \( \{d_k(i), u_{k,i}\} \) arrive sequentially. The second type of nodes involves “bridge” agents, indexed by \( b \), which do not receive data and their purpose is to connect the regular agents. The set of bridge nodes is denoted by \( B \). The two classes of nodes are required to be placed in a particular manner in the network, namely, (i) for every regular agent \( k \), there should exist at least one bridge node \( b \in B \) such that \( b \in N_k \), and (ii) for every two bridge nodes, \( b_1 \) and \( b_2 \), there should exist a path connecting them that is devoid of edges that link two non-bridge nodes. Then, the problem of optimizing (7.1) is transformed into the following equivalent problem on this particular topology:

\[
\min_{\{w_k, w_b\}} \sum_{k=1}^{N} J_k(w) \quad \text{subject to } w_k = w_b, \ b \in B, \ k \in N_b
\]  

(7.40)

This problem is subsequently solved using an augmented Lagrangian (or ADMM) technique and it leads to the following distributed algorithm, which involves the propagation of an additional dual variable, denoted here by \( z_{b,k,i} \):

\[
y_{k,i-1} = \mu \zeta |N_k| w_{k,i-1} + \mu \sum_{b \in N_k} (z_{b,k,i-1} - \zeta w_{b,i-1})
\]  

(7.41)

\[
w_{k,i} = w_{k,i-1} + 2 \mu u_{k,i}^T (d_k(i) - u_{k,i} w_{k,i-1}) - y_{k,i-1}
\]  

(7.42)

\[
w_{b,i} = \frac{1}{\zeta |N_b|} \sum_{k \in N_b} (z_{b,k,i-1} + \zeta w_{k,i})
\]  

(7.43)

\[
z_{b,k,i} = z_{b,k,i-1} + \mu_b (w_{k,i} - w_{b,i})
\]  

(7.44)

where \( \{\mu, \mu_b, \zeta\} \) are step-size parameters and \( |N_k| \) denotes the cardinality of set \( N_k \). It is clear from the above equations that the structure of the resulting solution is more complex than the consensus and diffusion solutions from Examples 7.2 and 7.3. Observe in particular that the above algorithm requires the careful tuning of three parameters \( \{\mu, \mu_b, \zeta\} \), as well as the propagation of several vectors, \( \{y_{k,i-1}, w_{b,i}, z_{b,k,i}, w_{k,i}\} \). Moreover, the implementation requires a particular network structure with both regular and bridge nodes satisfying certain topological constraints. All these requirements are not needed in the consensus and diffusion solutions discussed earlier in Examples 7.2.
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and 7.3. More importantly, by explicitly incorporating the equality constraints (7.40) into the problem formulation, the resulting effect ends up limiting the learning abilities of the agents in general. This is because if data sensed by one agent is already reflecting drifts in the model while the data at the other agents is not, then by requiring the iterates to be matching can hinder the ability of the better informed agent to learn more thoroughly. One of the advantages of the consensus (7.9) and diffusion strategies (7.18)–(7.19) studied in this work is that, as the discussion in future chapters will reveal, they naturally lead to an equalization effect across the agents without added complexity — see, e.g., the explanation after future expression (11.138).

Finally, we remark that the distributed strategies described so far in this work are well-suited for cooperative networks where agents interact with each other to optimize an aggregate cost function. There are of course situations in which agents may behave in a selfish manner. In these cases, agents would participate in the collaborative process and share information with their neighbors only if cooperation is deemed beneficial to them (e.g., [102, 271]). We do not study this situation in the current work and focus instead on cooperative networks.
In this chapter we initiate our examination of the behavior and performance of multi-agent networks for adaptation, learning, and optimization. We divide the analysis in several consecutive chapters in order to emphasize in each chapter some relevant aspects that are unique to the networked solution. As the presentation will reveal, the study of the behavior of networked agents is more challenging than in the single-agent and centralized modes of operation due to at least two factors: (a) the coupling among interacting agents and (b) the fact that the networks are generally sparsely connected. When all is said and done, the results will help clarify the effect of network topology on performance and will present tools that enable the designer to compare various strategies against each other and against the centralized solution.

8.1 State Recursion for Network Errors

We pursue the performance analysis of networked solutions by examining how the error vectors across all agents evolve over time by means of a state recursion. We shall arrive at the network state evolution by collecting the error vectors from across all agents into
8.1. State Recursion for Network Errors

We shall carry out the analysis in a unified manner for both classes of consensus and diffusion algorithms by following the energy conservation arguments of [70, 71, 205, 206, 208, 277, 278]. We motivate the analysis by considering first, in this initial section, an illustrative example from [207, 208] dealing with MSE networks of the form described earlier in Example 6.3; these networks involve quadratic costs that share a common minimizer. Following the example, we extend the framework to more general costs in subsequent sections and chapters.

Example 8.1 (Error dynamics over MSE networks). We consider the MSE network of Example 6.3, where each agent \(k\) observes realizations of zero-mean wide-sense jointly stationary data \(\{d_k(i), u_{k,i}\}\). The regression process \(u_{k,i}\) is \(1 \times M\) and its covariance matrix is denoted by \(R_{u,k} = E u_{k,i}^* u_{k,i} > 0\). The measured data are assumed to be related to each other via the linear regression model:

\[
d_k(i) = u_{k,i} w^o + v_k(i), \quad k = 1, 2, \ldots, N
\]  

(8.1)

where \(w^o \in \mathbb{C}^M\) is the unknown \(M \times 1\) column vector that the agents wish to estimate. Moreover, the process \(v_k(i)\) is a zero-mean wide-sense stationary noise process with power \(\sigma_v^2\) and assumed to be independent of \(u_{\ell,j}\) for all \(i, j, k,\) and \(\ell\). We associate with each agent the mean-square-error (quadratic) cost

\[
J_k(w) = E |d_k(i) - u_{k,i} w|^2
\]  

(8.2)

We explained in Example 6.1 that this case corresponds to a situation where all individual costs, \(J_k(w)\), have the same minimizer, which occurs at the location

\[
w^o_k = w^o = R_{u,k}^{-1} r_{du,k}
\]  

(8.3)

Moreover, the Hessian matrix of each \(J_k(w)\) is block diagonal and given by

\[
\nabla_w^2 J_k(w) = \begin{bmatrix} R_{u,k} & 0 \\ 0 & R_{u,k}^T \end{bmatrix}
\]  

(8.4)

We shall comment on the significance of this block diagonal structure after the example when we explain how to handle situations involving more general cost functions with Hessian matrices that are not necessarily block diagonal (or even independent of \(w\), as is the case with (8.4)).
The update equations for the non-cooperative, consensus, and diffusion strategies are given by (3.13), (7.13), and (7.22)–(7.23). We list them in Table 8.1 for ease of reference.

<table>
<thead>
<tr>
<th>algorithm</th>
<th>update equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>non-cooperative</td>
<td>( w_{k,i} = w_{k,i-1} + \mu_k u_{k,i}^* [d_k(i) - u_{k,i} w_{k,i-1}] )</td>
</tr>
</tbody>
</table>
| consensus        | \[
\begin{cases}
\psi_{k,i-1} = \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1} \\
w_{k,i} = \psi_{k,i-1} + \mu_k u_{k,i}^* [d_k(i) - u_{k,i} w_{k,i-1}] 
\end{cases}
\] |
| CTA diffusion    | \[
\begin{cases}
\psi_{k,i-1} = \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1} \\
w_{k,i} = \psi_{k,i-1} + \mu_k u_{k,i}^* [d_k(i) - u_{k,i} \psi_{k,i-1}] 
\end{cases}
\] |
| ATC diffusion    | \[
\begin{cases}
\psi_{k,i-1} = w_{k,i-1} + \mu_k u_{k,i}^* [d_k(i) - u_{k,i} w_{k,i-1}] \\
w_{k,i} = \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i} 
\end{cases}
\] |

We capture the various strategies by a single *unifying* description by considering the following general algorithmic structure in terms of three sets of combination coefficients denoted by \( \{a_{o,\ell k}, a_{1,\ell k}, a_{2,\ell k}\} \):

\[
\begin{align*}
\phi_{k,i-1} &= \sum_{\ell \in N_k} a_{1,\ell k} w_{\ell,i-1} \\
\psi_{k,i} &= \sum_{\ell \in N_k} a_{o,\ell k} \phi_{\ell,i-1} + \mu_k u_{k,i}^* \left[ d_k(i) - u_{k,i} \phi_{k,i-1} \right] \\
w_{k,i} &= \sum_{\ell \in N_k} a_{2,\ell k} \psi_{\ell,i}
\end{align*}
\] (8.5)

In (8.5), the quantities \( \{\phi_{k,i-1}, \psi_{k,i}\} \) denote \( M \times 1 \) intermediate variables, while the nonnegative entries of the \( N \times N \) matrices:

\[
\begin{align*}
A_o &\triangleq [a_{o,\ell k}], \quad A_1 \triangleq [a_{1,\ell k}], \quad A_2 \triangleq [a_{2,\ell k}]
\end{align*}
\] (8.6)

are assumed to satisfy the same conditions (7.10) and, hence, the matrices \( \{A_o, A_1, A_2\} \) are *left-stochastic*. Any of the combination weights
\[ \{a_{o,\ell k}, a_{1,\ell k}, a_{2,\ell k}\} \text{ is zero whenever } \ell \notin N_k, \text{ where } N_k \text{ denotes the set of neighbors of agent } k. \text{ Different choices for } \{A_o, A_1, A_2\} \text{ correspond to different strategies, as the following list reveals and where we are introducing the matrix product } P = A_1 A_o A_2: \]

- non-cooperative: \( A_1 = A_o = A_2 = I_N \quad \rightarrow \quad P = I_N \) (8.7)
- consensus: \( A_o = A, \quad A_1 = I_N = A_2 \quad \rightarrow \quad P = A \) (8.8)
- CTA diffusion: \( A_1 = A, \quad A_2 = I_N = A_o \quad \rightarrow \quad P = A \) (8.9)
- ATC diffusion: \( A_2 = A, \quad A_1 = I_N = A_o \quad \rightarrow \quad P = A \) (8.10)

We associate with each agent \( k \) the following three errors:

\[
\begin{align*}
\tilde{w}_{k,i} & \triangleq w^o - w_{k,i} \quad (8.11) \\
\tilde{\psi}_{k,i} & \triangleq w^o - \psi_{k,i} \quad (8.12) \\
\tilde{\phi}_{k,i-1} & \triangleq w^o - \phi_{k,i-1} \quad (8.13)
\end{align*}
\]

which measure the deviations from the desired solution \( w^o \). Subtracting \( w^o \) from both sides of the equations in (8.5) and using (8.1) we get

\[
\begin{aligned}
\tilde{\phi}_{k,i-1} &= \sum_{\ell \in N_k} a_{1,\ell k} \tilde{w}_{\ell,i-1} \\
\tilde{\psi}_{k,i} &= \sum_{\ell \in N_k} a_{o,\ell k} \tilde{\phi}_{\ell,i-1} - \mu_k u^*_k \tilde{u}_{k,i} \tilde{\phi}_{k,i-1} - \mu_k u^*_k v_k(i) \\
\tilde{w}_{k,i} &= \sum_{\ell \in N_k} a_{2,\ell k} \tilde{\psi}_{\ell,i}
\end{aligned}
\]

(8.14)

In a manner similar to (3.126), the gradient noise process at each agent \( k \) is given by

\[
s_{k,i}(\phi_{k,i-1}) = (R_{u,k} - u^*_k \tilde{u}_{k,i}) \tilde{\phi}_{k,i-1} - u^*_k v_k(i) \quad (8.15)
\]

In order to examine the evolution of the error dynamics across the entire network, we collect the error vectors from all agents into \( N \times 1 \) block error vectors (whose individual entries are of size \( M \times 1 \) each):

\[
\tilde{w}_i \triangleq \begin{bmatrix} \tilde{w}_{1,i} \\ \tilde{w}_{2,i} \\ \vdots \\ \tilde{w}_{N,i} \end{bmatrix}, \quad \tilde{\psi}_i \triangleq \begin{bmatrix} \tilde{\psi}_{1,i} \\ \tilde{\psi}_{2,i} \\ \vdots \\ \tilde{\psi}_{N,i} \end{bmatrix}, \quad \tilde{\phi}_{i-1} \triangleq \begin{bmatrix} \tilde{\phi}_{1,i-1} \\ \tilde{\phi}_{2,i-1} \\ \vdots \\ \tilde{\phi}_{N,i-1} \end{bmatrix}
\]

(8.16)

The block quantities \( \{\tilde{\psi}_i, \tilde{\phi}_{i-1}, \tilde{w}_i\} \) represent the state of the errors across the network at time \( i \). Motivated by the last term in the second equation in
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(8.14), and by the gradient noise terms (8.15), we also introduce the following $N \times 1$ column vectors whose entries are of size $M \times 1$ each:

$$z_i \triangleq \begin{bmatrix} u_{1,i}^* v_1(i) \\ u_{2,i}^* v_2(i) \\ \vdots \\ u_{N,i}^* v_N(i) \end{bmatrix}, \quad s_i \triangleq \begin{bmatrix} s_{1,i}(\phi_{1,i-1}) \\ s_{2,i}(\phi_{2,i-1}) \\ \vdots \\ s_{N,i}(\phi_{N,i-1}) \end{bmatrix} \quad (8.17)$$

We further introduce the Kronecker products

$$\mathcal{A}_o \triangleq A_o \otimes I_M, \quad \mathcal{A}_1 \triangleq A_1 \otimes I_M, \quad \mathcal{A}_2 \triangleq A_2 \otimes I_M \quad (8.18)$$

The matrix $\mathcal{A}_o$ is an $N \times N$ block matrix whose $(\ell, k)$-th block is equal to $a_{o,\ell k}I_M$. Likewise, for $\mathcal{A}_1$ and $\mathcal{A}_2$. In other words, the Kronecker product transformations defined by (8.18) simply replace the matrices $\{A_o, A_1, A_2\}$ by block matrices $\{\mathcal{A}_o, \mathcal{A}_1, \mathcal{A}_2\}$ where each entry $\{a_{o,\ell k}, a_{1,\ell k}, a_{2,\ell k}\}$ in the original matrices is replaced by the diagonal matrices $\{a_{o,\ell k}I_M, a_{1,\ell k}I_M, a_{2,\ell k}I_M\}$.

We also introduce the following $N \times N$ block diagonal matrices, whose individual entries are of size $M \times M$ each:

$$\mathcal{M} \triangleq \text{diag}\{ \mu_1 I_M, \mu_2 I_M, \ldots, \mu_N I_M \} \quad (8.19)$$

$$\mathcal{R}_i \triangleq \text{diag}\{ u_{1,i}^*, u_{1,i}, u_{2,i}^*, u_{2,i}, \ldots, u_{N,i}^*, u_{N,i} \} \quad (8.20)$$

From (8.14), we can easily conclude that the block network variables (8.16) satisfy the relations:

$$\begin{cases} \bar{\phi}_{i-1} = \mathcal{A}_o^T \bar{w}_{i-1} \\ \bar{\psi}_i = [\mathcal{A}_o^T - \mathcal{M} \mathcal{R}_i] \bar{\phi}_{i-1} - \mathcal{M} z_i \\ \bar{w}_i = \mathcal{A}_2^T \bar{\psi}_i \end{cases} \quad (8.21)$$

so that the network weight error vector, $\bar{w}_i$, ends up evolving according to the following stochastic state-space recursion:

$$\bar{w}_i = \mathcal{A}_2^T (\mathcal{A}_o^T - \mathcal{M} \mathcal{R}_i) \bar{w}_{i-1} - \mathcal{A}_2^T \mathcal{M} z_i, \quad i \geq 0 \quad \text{(distributed)} \quad (8.22)$$

For comparison purposes, if each agent operates individually and uses the non-cooperative strategy (3.13), then the weight error vector across all $N$ agents would instead evolve according to the following recursion:

$$\bar{w}_i = (I_{MN} - \mathcal{M} \mathcal{R}_i) \bar{w}_{i-1} - \mathcal{M} z_i, \quad i \geq 0 \quad \text{(non-cooperative)} \quad (8.23)$$

where the matrices $\{A_o, A_1, A_2\}$ do not appear any longer, and with a block diagonal coefficient matrix $(I_{MN} - \mathcal{M} \mathcal{R}_i)$. 
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For later reference, it is straightforward to verify from (8.15) that

\[ s_i = (\mathcal{R} - \mathcal{R}_i) \tilde{\phi}_{i-1} - z_i \]  
(8.24)

so that recursion (8.22) can be equivalently rewritten in the following form in terms of the gradient noise vector, \( s_i \), defined by (8.17):

\[ \bar{\mathbf{w}}_i = B \bar{\mathbf{w}}_{i-1} + A_T^T \mathcal{M} s_i \]  
(8.25)

where we introduced the constant matrices

\[ B \triangleq A_T^T (A_T^T - \mathcal{M} \mathcal{R}) A_T^T \]  
(8.26)

\[ \mathcal{R} \triangleq \mathbb{E} \mathcal{R}_i = \text{diag}\{R_{u,1}, R_{u,2}, \ldots, R_{u,N}\} \]  
(8.27)

**Example 8.2 (Mean error behavior).** We continue with the formulation of Example 8.1. In mean-square-error analysis, we are interested in examining how the mean and variance of the weight-error vector evolve over time, namely, the quantities \( \mathbb{E} \bar{\mathbf{w}}_i \) and \( \mathbb{E} \|\bar{\mathbf{w}}_i\|^2 \). If we refer back to the MSE data model described in Example 6.3, where the regression data \( \{u_{k,i}\} \) were assumed to be temporally white and independent over space, then the stochastic matrix \( \mathcal{R}_i \) appearing in (8.22)–(8.23) becomes statistically independent of \( \bar{\mathbf{w}}_{i-1} \). Therefore, taking expectations of both sides of these recursions, and invoking the fact that \( u_{k,i} \) and \( v_{k}(i) \) are also independent of each other and have zero means (so that \( \mathbb{E} z_i = 0 \)), we conclude that the mean-error vectors evolve according to the following recursions [207]:

\[ \mathbb{E} \bar{\mathbf{w}}_i = B (\mathbb{E} \bar{\mathbf{w}}_{i-1}) \quad \text{(distributed)} \]  
(8.28)

\[ \mathbb{E} \bar{\mathbf{w}}_i = (I_{MN} - \mathcal{M} \mathcal{R}) (\mathbb{E} \bar{\mathbf{w}}_{i-1}) \quad \text{(non-cooperative)} \]  
(8.29)

The matrix \( B \) controls the dynamics of the mean weight-error vector for the distributed strategies. Observe, in particular, from (8.7)–(8.10) that \( B \) reduces to the following forms for the various strategies (non-cooperative (3.13), consensus (7.13), CTA diffusion (7.22), and ATC diffusion (7.23)):

\[ B_{\text{ncop}} = I_{MN} - \mathcal{M} \mathcal{R} \]  
(8.30)

\[ B_{\text{cons}} = A_T^T - \mathcal{M} \mathcal{R} \]  
(8.31)

\[ B_{\text{atc}} = A_T^T (I_{MN} - \mathcal{M} \mathcal{R}) \]  
(8.32)

\[ B_{\text{cta}} = (I_{MN} - \mathcal{M} \mathcal{R}) A_T^T \]  
(8.33)

where \( A = A \otimes I_M \).
Example 8.3 (MSE networks with uniform agents). We continue with Example 8.2 and show how the results simplify when all agents employ the same step-size, $\mu_k \equiv \mu$, and observe regression data with the same covariance matrix, $R_{u,k} \equiv R_u$. Note first that, in this case, we can express $\mathcal{M}$ and $\mathcal{R}$ from (8.19) and (8.27) in Kronecker product form as follows:

$$
\mathcal{M} = \mu I_N \otimes I_M, \quad \mathcal{R} = I_N \otimes R_u
$$

so that expressions (8.30)–(8.33) reduce to

$$
\begin{cases}
\mathcal{B}_{\text{ncop}} = I_N \otimes (I_M - \mu R_u) \\
\mathcal{B}_{\text{cons}} = A^T \otimes I_M - \mu (I_M \otimes R_u) \\
\mathcal{B}_{\text{atc}} = A^T \otimes (I_M - \mu R_u) \\
\mathcal{B}_{\text{cta}} = A^T \otimes (I_M - \mu R_u)
\end{cases}
$$

(8.35)

For example, starting from (8.32) we have

$$
\mathcal{B}_{\text{atc}} = A^T (I_{MN} - \mathcal{M} \mathcal{R})
$$

$$
= (A \otimes I_M)^T [(I_N \otimes I_M) - (\mu I_N \otimes I_M)(I_N \otimes R_u)]
$$

$$
= (A \otimes I_M)^T [(I_N \otimes I_M) - \mu (I_N \otimes I_M)(I_N \otimes R_u)]
$$

$$
= (A \otimes I_M)^T [(I_N \otimes I_M) - \mu (I_N \otimes R_u)]
$$

$$
= (A^T \otimes I_M) [I_N \otimes (I_M - \mu R_u)]
$$

$$
= A^T \otimes (I_M - \mu R_u)
$$

(8.36)

where we used properties of the Kronecker product operation from Table F.1 in the appendix. Observe from (8.35) that $\mathcal{B}_{\text{atc}} = \mathcal{B}_{\text{cta}}$, so we denote these matrices by $\mathcal{B}_{\text{diff}}$ whenever appropriate. Furthermore, using properties of the eigenvalues of Kronecker products of matrices, it can be verified that the $MN$ eigenvalues of the above $\mathcal{B}$ matrices are given by the following expressions in terms of the eigenvalues of the component matrices $\{A, R_u\}$ for $k = 1, 2, \ldots N$ and $m = 1, 2, \ldots, M$:

$$
\lambda(\mathcal{B}_{\text{diff}}) = \lambda_k(A) \left[1 - \mu \lambda_m(R_u)\right]
$$

(8.37)

$$
\lambda(\mathcal{B}_{\text{cons}}) = \lambda_k(A) - \mu \lambda_m(R_u)
$$

(8.38)

$$
\lambda(\mathcal{B}_{\text{ncop}}) = 1 - \mu \lambda_m(R_u)
$$

(8.39)

The expressions for $\lambda(\mathcal{B}_{\text{diff}})$ and $\lambda(\mathcal{B}_{\text{ncop}})$ follow directly from the properties of Kronecker products — see Table F.1. The expression for $\lambda(\mathcal{B}_{\text{cons}})$ can be justified as follows. Let $x_k$ and $y_m$ denote right eigenvectors for $A^T$ and $R_u$ corresponding to the eigenvalues $\lambda_k(A)$ and $\lambda_m(R_u)$, respectively. Then, we again invoke properties of Kronecker products from Table F.1 in the appendix...
to note that
\[ B_{\text{cons}}(x_k \otimes y_m) = \left[ A^T \otimes I_M - \mu(I_M \otimes R_u) \right] (x_k \otimes y_m) \]
\[ = (A^T x_k \otimes y_m) - \mu(x_k \otimes R_u y_m) \]
\[ = (\lambda_k(A) x_k \otimes y_m) - \mu(\lambda_m(R_u)) (x_k \otimes y_m) \]
\[ = (\lambda_k(A) - \mu \lambda_m(R_u))(x_k \otimes y_m) \] (8.40)
so that \( x_k \otimes y_m \) is an eigenvector for \( B_{\text{cons}} \) with eigenvalue \( \lambda_k(A) - \mu \lambda_m(R_u) \), as claimed.

\[ \text{Example 8.4 (Potential mean instability of consensus networks).} \] Consensus strategies can become unstable when used for adaptation purposes [207, 248]. This undesirable effect is already reflected in expressions (8.37)–(8.39). In particular, observe that the eigenvalues of \( A \) appear multiplying \((1 - \mu \lambda_m(R_u))\) in expression (8.37) for diffusion. As such, and since \( \rho(A) = 1 \) for any left-stochastic matrix, we conclude for this case of uniform agents that
\[ \rho(B_{\text{diff}}) = \rho(B_{\text{ncop}}) \] (8.41)
It follows that, regardless of the choice of the combination policy \( A \), the diffusion strategies will be stable in the mean (i.e., \( \mathbb{E} \tilde{w}_t \) will converge asymptotically to zero) whenever the individual non-cooperative agents are stable in the mean:
\[ \text{individual agents stable} \implies \text{diffusion networks stable} \] (8.42)
The same conclusion is not true for consensus networks; the individual agents can be stable and yet the consensus network can become unstable. This is because \( \lambda_k(A) \) appears as an additive (rather than multiplicative) term in (8.38) (see [214, 248] and also future Examples 10.1 and 10.2):
\[ \text{individual agents stable} \not\implies \text{consensus networks stable} \] (8.43)
The fact that the combination matrix \( A^T \) appears in an additive form in (8.31) is the result of the asymmetry that was mentioned earlier following (7.16) in the update equation for the consensus strategy. In contrast, the update equations for the diffusion strategies lead to \( A^T \) appearing in a multiplicative form in (8.32)–(8.33). A more detailed example with a supporting simulation is discussed later in Example 10.2.
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8.2 Network Limit Point and Pareto Optimality

Motivated by the discussion in the previous section on MSE networks, we now examine the evolution of distributed networks for the minimization of aggregate costs of the form

\[ J_{\text{glob}}(w) \triangleq \sum_{k=1}^{N} J_k(w) \]  

(8.44)

where the individual costs, \( J_k(w) \), and the aggregate cost are assumed to satisfy the conditions stated earlier in Assumption 6.1. We denote the unique minimizer of \( J_{\text{glob}}(w) \) by \( w^o \); it is the unique solution to the algebraic equation:

\[ \nabla_w J_{\text{glob}}(w^o) = 0 \iff \sum_{k=1}^{N} \nabla_w J_k(w^o) = 0 \]  

(8.45)

In the general case when the \( J_k(w) \) are not necessarily quadratic in \( w \), the Hessian matrices, \( \nabla_w^2 J_k(w) \), need not be block diagonal anymore, as was the case with (8.4). Moreover, minimizers, \( w^o_k \), of the individual costs, \( J_k(w) \), need not agree with the global minimizer, \( w^o \). Two complications arise as a result of these facts and they will need to be addressed. First, because the Hessian matrices are not generally block diagonal, it will turn out that the error quantities \( \{ \tilde{w}_{k,i}, \tilde{\psi}_{k,i}, \tilde{\phi}_{k,i-1} \} \), which were introduced in Example 8.1 and used to arrive at the state-space recursion (8.22), will not be sufficient anymore to fully capture the dynamics of the network in the general case for complex data. Extended versions of these vectors will need to be introduced. Second, and because the individual minimizers and the global minimizer are generally different, the distributed strategies will not converge to \( w^o \) but to another limit point, which we shall denote by \( w^* \) and whose value will be seen to be dependent on the network topology in an interesting way. We will identify \( w^* \) and explain under what conditions \( w^* \) and \( w^o \) agree with each other.

Unified Description

To begin with, and for ease of reference, we collect in Table 8.2 the
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Table 8.2: Update equations for non-cooperative, diffusion, and consensus strategies.

<table>
<thead>
<tr>
<th>algorithm</th>
<th>update equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>non-cooperative</td>
<td>$w_{k,i} = w_{k,i-1} - \mu_k \nabla w^* J_k (w_{k,i-1})$</td>
</tr>
</tbody>
</table>
| consensus      | $\begin{aligned} 
\psi_{k,i-1} &= \sum_{\ell \in \mathcal{N}_k} a_{\ell k} w_{\ell,i-1} \\
\psi_{k,i} &= \psi_{k,i-1} - \mu_k \nabla w^* J_k (w_{k,i-1}) 
\end{aligned}$ |
| CTA diffusion  | $\begin{aligned} 
\psi_{k,i-1} &= \sum_{\ell \in \mathcal{N}_k} a_{\ell k} w_{\ell,i-1} \\
w_{k,i} &= \psi_{k,i-1} - \mu_k \nabla w^* J_k (\psi_{k,i-1}) 
\end{aligned}$ |
| ATC diffusion  | $\begin{aligned} 
\psi_{k,i} &= w_{k,i-1} - \mu_k \nabla w^* J_k (w_{k,i-1}) \\
w_{k,i} &= \sum_{\ell \in \mathcal{N}_k} a_{\ell k} \psi_{\ell,i} 
\end{aligned}$ |

equations that describe the non-cooperative (5.76), consensus (7.9), and diffusion strategies (7.18) and (7.19).

In a manner similar to (8.5), we can again describe these strategies by means of a single unifying description as follows:

$$\begin{aligned} 
\phi_{k,i-1} &= \sum_{\ell \in \mathcal{N}_k} a_{1,\ell k} w_{\ell,i-1} \\
\psi_{k,i} &= \sum_{\ell \in \mathcal{N}_k} a_{o,\ell k} \phi_{\ell,i-1} - \mu_k \nabla w^* J_k (\phi_{k,i-1}) \\
w_{k,i} &= \sum_{\ell \in \mathcal{N}_k} a_{2,\ell k} \psi_{\ell,i} 
\end{aligned} \quad (8.46)$$

where $\{\phi_{k,i-1}, \psi_{k,i}\}$ denote $M \times 1$ intermediate variables, while the nonnegative entries of the $N \times N$ matrices $A_o = [a_{o,\ell k}]$, $A_1 = [a_{1,\ell k}]$, and $A_2 = [a_{2,\ell k}]$ satisfy the same conditions (7.10) and, hence, the matrices $\{A_o, A_1, A_2\}$ are left-stochastic

$$A_o^T \mathbf{1} = \mathbf{1}, \quad A_1^T \mathbf{1} = \mathbf{1}, \quad A_2^T \mathbf{1} = \mathbf{1} \quad (8.47)$$

We assume that each of these combination matrices defines an underly-
ing connected network topology so that none of their rows are identically zero. Again, different choices for \{A_o, A_1, A_2\} correspond to different distributed strategies, as indicated earlier by (8.7)–(8.10), and where the left-stochastic matrix \(P\) represents the product:

\[ P \triangleq A_1 A_o A_2 \]  

**Perron Eigenvector**

We assume that \(P\) is a primitive matrix. For example, this condition is automatically guaranteed if the combination matrix \(A\) in the selections (8.8)–(8.10) is primitive, which in turn is guaranteed for strongly-connected networks. It then follows from the Perron-Frobenius Theorem [27, 113, 189] that we can characterize the eigen-structure of \(P\) in the following manner — see Lemma F.4 in the appendix:

(a) The matrix \(P\) has a single eigenvalue at one.

(b) All other eigenvalues of \(P\) are strictly inside the unit circle so that \(\rho(P) = 1\).

(c) With proper sign scaling, all entries of the right-eigenvector of \(P\) corresponding to the single eigenvalue at one are positive. Let \(p\) denote this right-eigenvector, with its entries \(\{p_k\}\) normalized to add up to one, i.e.,

\[ Pp = p, \quad 1^T p = 1, \quad p_k > 0, \quad k = 1, 2, \ldots, N \]  

We refer to \(p\) as the Perron eigenvector of \(P\).

**Weighted Aggregate Cost**

Following [68–70], we next introduce the vector:

\[ q \triangleq \text{diag}\{\mu_1, \mu_2, \ldots, \mu_N\} A_2 p \]  

It is clear that all entries of \(q\) are strictly positive since each \(\mu_k > 0\) and the entries of \(A_2 p\) are all positive. The latter statement follows from the fact that each entry of \(A_2 p\) is a linear combination of the positive
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entries of \( p \). Therefore, if we denote the individual entries of the vector \( q \) by \( \{q_k\} \), then it holds that

\[
q_k > 0, \quad k = 1, 2, \ldots, N \tag{8.51}
\]

We also represent the step-sizes as scaled multiples of the same factor \( \mu_{\text{max}} \), namely,

\[
\mu_k \triangleq \tau_k \mu_{\text{max}}, \quad k = 1, 2, \ldots, N \tag{8.52}
\]

where \( 0 < \tau_k \leq 1 \). In this way, it becomes clear that all step-sizes become smaller as \( \mu_{\text{max}} \) is reduced in size.

We further introduce the weighted aggregate cost

\[
J_{\text{glob}, \star}(w) \triangleq \sum_{k=1}^{N} q_k J_k(w) \tag{8.53}
\]

Since all the \( J_k(w) \) are convex in \( w \), then the strong convexity of \( J_{\text{glob}}(w) \) guarantees the strong convexity of \( J_{\text{glob}, \star}(w) \). Indeed, note that

\[
\nabla_w^2 J_{\text{glob}, \star}(w) = \sum_{k=1}^{N} q_k \nabla_{w}^2 J_k(w) \\
\geq q_{\text{min}} \left( \sum_{k=1}^{N} \nabla_{w}^2 J_k(w) \right) \tag{6.13} \\
\geq q_{\text{min}} \frac{\nu d}{h} I_{hM} > 0 \tag{8.54}
\]

where \( q_{\text{min}} \) is the smallest entry of \( q \) and is strictly positive; moreover, \( h = 1 \) for real data and \( h = 2 \) for complex data. It follows that \( J_{\text{glob}, \star}(w) \) will have a unique global minimum, which we denote by \( w^* \) and it satisfies:

\[
\nabla_w J_{\text{glob}, \star}(w^*) = 0 \iff \sum_{k=1}^{N} q_k \nabla_w J_k(w^*) = 0 \tag{8.55}
\]

In general, the minimizers \( \{w^o, w^*\} \) of \( J_{\text{glob}}(w) \) and \( J_{\text{glob}, \star}(w) \), respectively, are different. However, they will coincide in some important cases such as:
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(a) When the \( \{q_k\} \) are equal to each other. This situation occurs, for example, when \( \mu_k \equiv \mu \) across all agents and the matrices \( \{A_0, A_1, A_2\} \) are doubly-stochastic (in which case the Perron eigenvector is given by \( p = 1/N \)). A second situation is discussed in Example 8.10.

(b) When the individual costs, \( J_k(w) \), are all minimized at the same location, as was the case with the MSE networks of Example 8.1.

The arguments in future chapters will establish that the location \( w^* \) serves as the limit point for the networked solution in the mean-square-error sense. Specifically, if we now measure (or define) the errors relative to \( w^* \), say, as:

\[
\tilde{w}_{k,i} \triangleq w^* - w_{k,i}, \quad k = 1, 2, \ldots, N \quad (8.56)
\]

then we will be arguing later (see future expression (9.11)) that:

\[
\limsup_{i \to \infty} \mathbb{E} \|\tilde{w}_{k,i}\|^2 = O(\mu_{\max}) \quad (8.57)
\]

so that the size of the (variance of the) error is in the order of \( \mu_{\max} \) and can be made arbitrarily small for smaller step-sizes. In particular, by calling upon Markov’s inequality and using an argument similar to (4.53), we would be able to conclude that each \( w_{k,i} \) approaches \( w^* \) asymptotically with high probability for sufficiently small step-sizes.

Example 8.5 (Normalization of weights in aggregate cost). If desired, we may normalize the positive weighting coefficients \( \{q_k\} \) defined by (8.50) to have their sum add up to one, say, by introducing instead the coefficients:

\[
\bar{q}_k \triangleq \frac{q_k}{N} \quad (8.58)
\]

and replacing (8.53) by the convex combination:

\[
\bar{J}_{\text{glob.}*}(w) \triangleq \sum_{k=1}^{N} \bar{q}_k J_k(w) \quad (8.59)
\]

Clearly, both aggregate functions, \( J_{\text{glob.}*}(w) \) defined by (8.53) and \( \bar{J}_{\text{glob.}*}(w) \), are scaled multiples of each other and, hence, their unique minimizers occur
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at the same location $w^*$. One advantage of working with the normalized aggregate cost (8.59) is that when all individual costs happen to coincide, say, $J_k(w) \equiv J(w)$, then expression (8.59) reduces to

$$\bar{J}_{\text{glob},*}(w) = J(w)$$

(8.60)

whereas $J_{\text{glob},*}(w)$ will be a scaled multiple of $J(w)$.

Since $J_{\text{glob},*}(w)$ and $J_{\text{glob},*}(w)$ have the same global minimizer $w^*$, we will continue to work with the un-normalized definition (8.53) for the remainder of this chapter, and also in Chapters 9 and 10 where we examine the stability of multi-agent networks and the convergence of their iterates towards $w^*$. We will find it more convenient to employ the normalized representation (8.59) in Chapter 11 when we examine the excess-risk performance of these networks.

Example 8.6 (Weighted aggregate cost for consensus and diffusion). The expression for $q$ simplifies for the particular choices of $\{A_0, A_1, A_2\}$ shown in (8.7)–(8.10) for consensus and diffusion, which involve a single left-stochastic and primitive combination matrix $A$. In all three cases we obtain $P = A$ so that the vector $p$ is the Perron eigenvector that is associated with $A$:

$$Ap = p, \quad 1^T p = 1, \quad p_k > 0$$

(8.61)

Moreover, expression (8.50) reduces to

$$q_k \triangleq \mu_k p_k > 0, \quad k = 1, 2, \ldots, N$$

(8.62)

so that each $q_k$ is simply a scaled multiple of the corresponding $p_k$. The weighted aggregate cost (8.53) then becomes

$$J_{\text{glob},*}(w) \triangleq \sum_{k=1}^{N} \mu_k p_k J_k(w)$$

(8.63)

When $A$ is doubly stochastic so that $p_k = 1/N$, we obtain

$$J_{\text{glob},*}(w) \triangleq \frac{\mu_{\text{max}}}{N} \left( \sum_{k=1}^{N} \tau_k J_k(w) \right)$$

(8.64)

where we used $\mu_k = \tau_k \mu_{\text{max}}$. It is seen that even the use of different step-sizes across the agents is sufficient to steer the limit point away from $w^*$.

Interpretation as Pareto Solution

As already explained in [67, 69], the unique vector $w^*$ that solves (8.55)
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can be interpreted as corresponding to a Pareto optimal solution for the collection of convex functions \(\{J_k(w)\}\). To explain why this is the case, let us first review briefly the concept of Pareto optimality.

Recall that we are denoting by \(w_k^o\) the minimizers for the individual costs, \(J_k(w)\). In general, the minimizers \(\{w_k^o, k = 1, 2, \ldots, N\}\) are distinct from each other. In order for cooperation among the agents to be meaningful, we need to seek some solution vector \(w^*\) that is “optimal” in some sense for the entire network. One useful concept of optimality is the one known as **Pareto optimality** (see, e.g., [45, 120, 272]). A solution \(w^*\) is said to be Pareto optimal for all \(N\) agents if there does not exist any other vector, \(w^•\), that dominates \(w^*\), i.e., that satisfies the following two conditions:

\[
J_k(w^*) \leq J_k(w^•), \quad \text{for all } k \in \{1, 2, \ldots, N\} \quad (8.65) \\
J_{k^o}(w^*) < J_{k^o}(w^•), \quad \text{for at least one } k^o \in \{1, 2, \ldots, N\} \quad (8.66)
\]

In other words, any other vector \(w^*\) that improves one of the costs, say, \(J_{k^o}(w^*) < J_{k^o}(w^•)\), will necessarily degrade the performance of some other cost, i.e., \(J_k(w^*) > J_k(w^•)\) for some \(k \neq k^o\). In this way, solutions \(w^*\) that are Pareto optimal are such that no agent in the cooperative network can have its performance improved by moving away from \(w^*\) without degrading the performance of some other agent.

To illustrate this concept, let us consider an example from [69] corresponding to \(N = 2\) agents with the argument \(w \in \mathbb{R}\) being real-valued and scalar. Let the set

\[
S \overset{\Delta}{=} \{ J_1(w), J_2(w) \} \subset \mathbb{R}^2 \quad (8.67)
\]

denote the achievable cost values over all feasible choices of \(w \in \mathbb{R}\); each point \(S \in S\) belongs to the two-dimensional space \(\mathbb{R}^2\) and represents values attained by the cost functions \(\{J_1(w), J_2(w)\}\) for a particular \(w\). The shaded areas in Figure 8.1 represent the set \(S\) for two situations of interest. The plot on the left represents the situation in which the two cost functions \(J_1(w)\) and \(J_2(w)\) achieve their minima at the same location, namely, \(w_1^o = w_2^o\). This location is indicated by the point \(S_0 = \{ J_1(w^o); J_2(w^o) \}\) in the figure, where \(w^o\) denotes the common minimizer. In comparison, the plot on the right represents the
situation in which the two cost functions $J_1(w)$ and $J_2(w)$ achieve their minima at two distinct locations, $w_{o1}$ and $w_{o2}$. Point $S_1$ in the figure indicates the location where $J_1(w)$ attains its minimum value, while point $S_2$ indicates the location where $J_2(w)$ attains its minimum value. In this case, the two cost functions do not have a common minimizer. It is easy to verify that all points that lie on the heavy curve between points $S_1$ and $S_2$ are Pareto optimal solutions for \{$J_1(w), J_2(w)\}$. For example, starting at some arbitrary point $B$ on the curve, if we want to reduce the value of $J_1(w)$ without increasing the value of $J_2(w)$, then we will need to move out of the achievable set $S$ towards point $C$, which is not feasible. The alternative choice to reducing the value of $J_1(w)$ is to move from $B$ on the curve to another Pareto optimal point, such as point $D$. This move, while feasible, it would increase the value of $J_2(w)$. In this way, we would need to trade the value of $J_2(w)$ for $J_1(w)$. For this reason, the curve from $S_1$ to $S_2$ is called the optimal tradeoff curve (or optimal tradeoff surface when $N > 2$) [45, p.183].

Figure 8.1: Pareto optimal points for the case $N = 2$. In the figure on the left, point $S$ denotes the optimal point where both cost functions are minimized simultaneously. In the figure on the right, all points that lie on the heavy boundary curve are Pareto optimal solutions.
As we see from the tradeoff curve in Figure 8.1, Pareto optimal solutions are generally non-unique. One useful method to determine a Pareto optimal solution is a scalarization technique, whereby an aggregate cost function is first formed as the weighted sum of the component convex cost functions as follows [45, 272]:

$$J_{\text{glob},\pi}(w) \triangleq \sum_{k=1}^{N} \pi_k J_k(w)$$

where the $$\{\pi_k\}$$ are positive scalars. It is shown in [45, p.183] that the unique minimizer, which we denote by $$w^\pi$$, for the above aggregate cost corresponds to a Pareto optimal solution for the collection of convex costs $$\{J_k(w), k = 1, 2, \ldots, N\}$$. Moreover, by varying the values of the $$\{\pi_k\}$$, we are able to determine different Pareto optimal solutions from the tradeoff curve. If we now compare expression (8.68) with the earlier aggregate cost (8.53), we conclude that the solution $$w^*$$ can be interpreted as the Pareto optimal solution that corresponds to selecting the parameters $$\pi_k = q_k$$.

Example 8.7 (Pareto optimal solutions for mean-square-error costs). We illustrate the concept of Pareto optimality for quadratic cost functions of the form:

$$J_k(w) = \sigma_d^2 - r_{du,k}^* w - w^* r_{du,k} + w^* R_{u,k} w, \quad k = 1, 2, \ldots, N$$

where $$w \in \mathbb{C}^M$$, $$R_{u,k} > 0$$, and $$r_{du,k} \in \mathbb{C}^M$$. By setting $$\nabla_w J_k(w) = 0$$, we find that the minimizer of each $$J_k(w)$$ occurs at the vector location

$$w_k^0 = R_{u,k}^{-1} r_{du,k}$$

Since the moments $$\{r_{du,k}, R_{u,k}\}$$ can differ across the agents, these individual minimizers need not coincide. Pareto optimal solutions can be found by minimizing the aggregate cost function (8.68) for any collection of weights $$\{\pi_k > 0\}$$. Setting the gradient vector of $$J_{\text{glob},\pi}(w)$$ to zero we arrive at the following expression for Pareto optimal solutions in this case:

$$w^\pi = \left( \sum_{k=1}^{N} \pi_k R_{u,k} \right)^{-1} \left( \sum_{k=1}^{N} \pi_k r_{du,k} \right)$$
Using (8.70), the above Pareto optimal solution can be expressed as the combination:

\[ w^* = \sum_{k=1}^{N} B_k w_k^o \]  

(8.72)

where

\[ B_k \triangleq \left( \sum_{\ell=1}^{N} \pi_\ell R_{\ell,k} \right)^{-1} (\pi_k R_{u,k}), \quad k = 1, 2, \ldots, N \]  

(8.73)

Observe that the matrix coefficients \( \{B_k\} \) satisfy:

\[ B_k > 0, \quad \sum_{k=1}^{N} B_k = I_M \]  

(8.74)

so that expression (8.72) amounts to a convex combination calculation.

**Figure 8.2:** Two quadratic cost functions of a scalar real parameter \( w \) with minima at locations \( w = w_1^o \) and \( w = w_2^o \). As shown by (8.75), the set of Pareto optimal solutions in this case consists of all parameters \( w \) within the interval \( w \in (w_1^o, w_2^o) \).

**Figure 8.2** illustrates this conclusion for the case of two cost functions \( (N = 2) \) and a scalar parameter \( w \in \mathbb{R} \). In this case, we denote the covariance
matrices \( \{R_{u,1}, R_{u,2}\} \) by the positive scalars \( \{\sigma^2_{u,1}, \sigma^2_{u,2}\} \) so that expression (8.72) becomes

\[
w^n = \left( \frac{\pi_1 \sigma^2_{u,1}}{\pi_1 \sigma^2_{u,1} + \pi_2 \sigma^2_{u,2}} \right) w^o_1 + \left( \frac{\pi_2 \sigma^2_{u,2}}{\pi_1 \sigma^2_{u,1} + \pi_2 \sigma^2_{u,2}} \right) w^o_2 \tag{8.75}
\]

Observe that the set of Pareto optimal solutions defined by (8.75) consists of convex combinations of \( \{w^o_1, w^o_2\} \).

**Example 8.8** (Pareto optimal solutions for MSE networks). Let us consider a variation of the MSE networks defined in Example 6.3 where the data model at each agent is now assumed to be given by:

\[
d_k(i) = u_{k,i} w^o_k + v_k(i) \tag{8.76}
\]

with the model vector \( w^o_k \) being possibly different at the various agents. If we multiply both sides of the above equation by \( u^*_k,i \) and take expectations, we find that \( w^o_k \) satisfies

\[
R_{du,k} = R_{u,k} w^o_k, \quad k = 1, 2, \ldots, N \tag{8.77}
\]

in terms of the second-order moments:

\[
r_{du,k} = \mathbb{E} d_k(i) u^*_k,i, \quad R_{u,k} = \mathbb{E} u^*_k,i u_{k,i} \tag{8.78}
\]

The individual cost function associated with each agent \( k \) continues to be the mean-square-error cost, \( J_k(w) = \mathbb{E} |d_k(i) - u_{k,i} w|^2 \), so that

\[
\nabla_w J_k(w) = R_{u,k} w - r_{du,k} \overset{(8.77)}{=} R_{u,k} (w - w^o_k) \tag{8.79}
\]

We assume that all agents in the network are running either the consensus strategy (7.14) or the diffusion strategy (7.22) or (7.23). These strategies correspond to the choices \( \{A_o, A_1, A_2\} \) shown earlier in (8.7)–(8.10) in terms of a single combination matrix \( A \), namely,

- **consensus:** \( A_o = A, \quad A_1 = I_N = A_2 \) \( \tag{8.80} \)
- **CTA diffusion:** \( A_1 = A, \quad A_2 = I_N = A_o \) \( \tag{8.81} \)
- **ATC diffusion:** \( A_2 = A, \quad A_1 = I_N = A_o \) \( \tag{8.82} \)

In these cases, the Perron eigenvector \( p \) defined by (8.49) will correspond to the Perron eigenvector associated with \( A \):

\[
A p = p, \quad 1^T p = 1, \quad p_k > 0 \tag{8.83}
\]
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Consequently, the entries $q_k$ defined by (8.50) will reduce to

$$q_k = \mu_k p_k \quad \text{(8.84)}$$

The resulting Pareto optimal solution, $w^*$, is given by the unique solution to (8.55), which reduces to the following expression in the current scenario:

$$\sum_{k=1}^{N} \mu_k p_k R_{u,k} (w^* - w_k^0) = 0 \quad \text{(8.85)}$$

or, equivalently,

$$w^* = \left( \sum_{k=1}^{N} \mu_k p_k R_{u,k} \right)^{-1} \left( \sum_{k=1}^{N} \mu_k p_k R_{u,k} w_k^0 \right) \quad \text{(8.86)}$$

If we assume that the regression covariance matrices are of the form $R_{u,k} = \sigma_{u,k}^2 I_M$, for some variances $\sigma_{u,k}^2 > 0$, then the above expression simplifies to the convex combination:

$$w^* = \sum_{k=1}^{N} \pi_k w_k^0 \quad \text{(8.87)}$$

where the scalar combination coefficients, $\{\pi_k\}$, are nonnegative, add up to one, and are given by:

$$\pi_k \triangleq \frac{\mu_k p_k \sigma_{u,k}^2}{\sum_{k=1}^{N} \mu_k p_k \sigma_{u,k}^2} \left( \sum_{k=1}^{N} \mu_k p_k \sigma_{u,k}^2 \right)^{-1}, \quad k = 1, 2, \ldots, N \quad \text{(8.88)}$$

We illustrate these results numerically for the case of the averaging (uniform) combination policy with uniform step-sizes across the agents, $\mu_k \equiv \mu$. In the uniform policy, the combination weights $\{a_{\ell k}\}$ are selected according to the averaging rule:

$$a_{\ell k} = \begin{cases} 1/n_k, & \ell \in \mathcal{N}_k, \\ 0, & \text{otherwise} \end{cases} \quad \text{(8.89)}$$

where

$$n_k \triangleq |\mathcal{N}_k| \quad \text{(8.90)}$$

denotes the size of the neighborhood of agent $k$ (or its degree). In this case, all neighbors of agent $k$ are assigned the same weight, $1/n_k$, and the matrix $A$ will be left-stochastic. The entries of the corresponding Perron eigenvector can be verified to be

$$p_k = n_k \left( \sum_{m=1}^{N} n_m \right)^{-1} \quad \text{(8.91)}$$
Then, expression (8.88) gives

\[
\pi_k \triangleq n_k \sigma_{u,k}^2 \left( \sum_{k=1}^{N} n_k \sigma_{u,k}^2 \right)^{-1}, \quad k = 1, 2, \ldots, N \tag{8.92}
\]

**Figure 8.3**: A connected network topology consisting of \( N = 20 \) agents employing the averaging rule (8.89). Each agent \( k \) is assumed to belong to its neighborhood \( \mathcal{N}_k \). It follows that the network is strongly-connected.

Figure 8.3 shows the connected network topology with \( N = 20 \) agents used for this simulation, with the measurement noise variances, \( \{ \sigma_{v,k}^2 \} \), and the power of the regression data, \( \{ \sigma_{u,k}^2 I_M \} \), shown in the right and left plots of Figure 8.4, respectively. All agents are assumed to have a non-trivial self-loop so that the neighborhood of each agent includes the agent itself as well. The resulting network is therefore strongly-connected.

Figure 8.5 plots the evolution of the ensemble-average learning curves, \( \frac{1}{N} \mathbb{E} \| \tilde{w}_t \|^2 \), relative to the Pareto optimal solution \( w^* \) defined by (8.87) and (8.92), for consensus, ATC diffusion, and CTA diffusion using \( \mu = 0.001 \). The measure \( \frac{1}{N} \mathbb{E} \| \tilde{w}_t \|^2 \) corresponds to the average mean-square-deviation (MSD)
8.2. Network Limit Point and Pareto Optimality

Figure 8.4: Measurement noise profile (right) and regression data power (left) across all agents in the network. The covariance matrices are assumed to be of the form $R_{u,k} = \sigma_{u,k}^2 I_M$, and the noise and regression data are Gaussian distributed in this simulation.

across all agents at time $i$ since

$$\frac{1}{N}\mathbb{E}\|\tilde{w}_i\|^2 = \frac{1}{N} \sum_{k=1}^N \mathbb{E}\|\tilde{w}_{k,i}\|^2$$

(8.93)

and $\tilde{w}_{k,i} = w^* - w_{k,i}$. The learning curves are obtained by averaging the trajectories $\{\frac{1}{N}\|\tilde{w}_i\|^2\}$ over 200 repeated experiments. The label on the vertical axis in the figure refers to the learning curves $\frac{1}{N}\mathbb{E}\|\tilde{w}_i\|^2$ by writing $\text{MSD}_{\text{dist,av}}(i)$, with an iteration index $i$ and where the subscripts “dist” and “av” are meant to indicate that this is an average performance measure for a distributed solution. Each experiment in this simulation involves running the consensus (7.14) or diffusion (7.22)–(7.23) LMS recursions with $h = 2$ on complex-valued data $\{d_k(i), u_{k,i}\}$ generated according to the model $d_k(i) = u_{k,i}w_k^0 + v_k(i)$, with $M = 10$. The unknown vectors $\{w_k^0\}$ are generated randomly and their norms are normalized to one. It is observed in the figure that the learning curves tend to the MSD value predicted by future expression (11.175).

Example 8.9 (Controlling the limit point — Hastings rule). We observe from (8.55) that the limit point $w^*$ is dependent on the scaling coefficients $\{q_k\}$, which in turn depend on the choice of the combination matrices $\{A_0, A_1, A_2\}$ through their dependence on the Perron eigenvector, $p$. Therefore, once the combination policies are selected, the limit point for the network is fixed at the unique solution $w^*$ of (8.53).

Let us illustrate the reverse direction in which it is desirable to select the
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Figure 8.5: Evolution of the learning curves for three strategies: consensus (7.14), CTA diffusion (7.22), and ATC diffusion (7.23), with all agents employing the same step-size $\mu = 0.001$ and the averaging combination policy.

combination policy to attain a particular Pareto optimal solution. We illustrate the construction for the case of consensus and diffusion strategies, which correspond to the choices $\{A_o, A_1, A_2\}$ shown earlier in (8.7)–(8.10). Again, in these cases, the Perron eigenvector $p$ defined by (8.49) will correspond to the Perron eigenvector associated with $A$:

$$Ap = p, \quad 1^T p = 1, \quad p_k > 0$$

(8.94)

Consequently, the entries $q_k$ defined by (8.50) will reduce to

$$q_k = \mu_k p_k$$

(8.95)

Now assume we are given a collection of positive scaling coefficients $\{q'_k\}$. These coefficients define a unique solution, $w^*$, to the algebraic equation (8.55) defined in terms of these $\{q'_k\}$. Assume further that we are given a connected network topology and we would like to determine a left-stochastic combination matrix, $A$, that would lead to the coefficients $\{q'_k\}$, or to some scaled multiples of them. That is, we would like to determine $A$ such that the $\{q_k\}$ that result
from the construction (8.94)–(8.95) would coincide with, or be multiples of, the
given \( \{q_k'\} \). To answer this question, we call upon the following useful result.
Given a set of positive scalars \( \{q_k', k = 1, 2, \ldots, N\} \) and a connected network
with \( N \) agents, it is explained in [68, 276], using a construction procedure
from [35, 42, 106], that one way to construct a left-stochastic matrix \( A \) that
leads to (a scaled multiple of) the given coefficients \( \{q_k'\} \) is as follows (we refer
to the resulting matrix \( A \) as the Hastings combination rule) — see also future
Lemma 12.2:

\[
a_{\ell k} = \begin{cases} 
\frac{\mu_k / q_k'}{\max\{ n_k \mu_{k} / q_k', n_{\ell} \mu_{\ell} / q_{\ell}' \}} & , \ell \in N \setminus \{k\} \\
1 - \sum_{m \in N \setminus \{k\}} a_{mk}, & \ell = k
\end{cases}
\]  

(8.96)

where the \( \{\mu_k\} \) represent step-size parameters, and the scalar \( n_k \) in (8.96)
denotes the cardinality of \( N \) (also called the degree of agent \( k \) and is equal
to the number of neighbors that \( k \) has):

\[
n_k \triangleq |N_k| \quad (8.97)
\]

It can be verified that the entries of the Perron eigenvector, \( p \), of this matrix
\( A \) are given by — see the proof of Lemma 12.2:

\[
p_k = \frac{q_k'}{\mu_k} \left( \sum_{\ell=1}^{N} q_{\ell}' / \mu_{\ell} \right)^{-1} \quad (8.98)
\]

so that the products \( \mu_k p_k \) are proportional to the given \( q_k' \), as desired.

A particular case of interest is when we want to determine a combination
matrix \( A \) that leads to a uniform value for the \( \{q_k'\} \), i.e., \( q_k' \equiv q' \) for
\( k = 1, 2, \ldots, N \). In this case, the minimizers of \( J^{\text{glob}}(w) \) and \( J^{\text{glob}*}(w) \) defined by
(8.44) and (8.53) will coincide, namely, \( w^* = w^0 \), and construction (8.96) will
reduce to

\[
a_{\ell k} = \begin{cases} 
\frac{\mu_k}{\max\{ n_k \mu_{k}, n_{\ell} \mu_{\ell} \}} & , \ell \in N \setminus \{k\} \\
1 - \sum_{m \in N \setminus \{k\}} a_{mk}, & \ell = k
\end{cases}
\]  

(8.99)

In the special case when the step-sizes are uniform across all agents, \( \mu_k \equiv \mu \)
for \( k = 1, 2, \ldots, N \), then the step-sizes disappear from (8.99) and the above
expression reduces to the so-called Metropolis rule (e.g., [106, 167, 265]), which
is doubly-stochastic:

\[
a_{\ell k} = \begin{cases} 
\frac{1}{\max\{n_k, n_k\}}, & \ell \in \mathcal{N}_k \setminus \{k\} \\
1 - \sum_{m \in \mathcal{N}_k \setminus \{k\}} a_{mk}, & \ell = k
\end{cases}
\]  

(8.100)

**Example 8.10** (Controlling the limit point — power iteration). We continue with the setting of Example 8.9 for consensus or diffusion strategies, which correspond to the choices \{\mathcal{A}_0, \mathcal{A}_1, \mathcal{A}_2\} shown earlier in (8.7)–(8.10). Example 8.9 showed one method to select the combination policy \mathcal{A} according to the Hastings rule (8.99)–(8.100) in order to ensure that the distributed implementation (8.46) will converge towards the minimizer, \(w^o\), of the original aggregate cost (8.44) and not towards the limit point \(w^*\) from (8.55). This method, however, assumes that the designer is free to select the combination policy, \mathcal{A}.

If, on the other hand, we are already given a combination policy that cannot be modified, then we can resort to an alternative method that relies on selecting the step-size parameters, \(\mu_k\) [72]. Specifically, from (8.95) we observe that the \{\tau_k\} can be made uniform by selecting

\[
\mu_k = \frac{\mu_o}{p_k}, \quad k = 1, 2, \ldots, N
\]  

(8.101)

where \(\mu_o > 0\) is some positive scaling parameter. This construction results in \(\tau_k \equiv \mu_o\). Consequently, under (8.101), recursion (8.46) for ATC diffusion becomes (similarly, for CTA diffusion or consensus):

\[
\psi_{k,i} = w_{k,i-1} - \frac{\mu_o}{p_k} \nabla_w J_k(w_{k,i})
\]

\[
w_{k,i} = \sum_{\ell \in \mathcal{N}_k} a_{\ell k} \psi_{\ell,i}
\]  

(8.102)

By doing so, the above distributed solution will now converge in the mean-square-error sense towards the minimizer of the weighted aggregate cost (8.53) that results from replacing \(\tau_k\) by \(\mu_o\) so that

\[
J^{\text{glob}^*}(w) = \mu_o \left( \sum_{k=1}^{N} J_k(w) \right) = \mu_o \cdot J^{\text{glob}}(w)
\]  

(8.103)

and, hence, \(w^* = w^o\), as desired.

The challenge in running (8.102) is that the implementation requires knowledge of the Perron entries, \{\tau_k\}. For some combination policies, this
information is readily available. For example, for the averaging rule (8.89), we can use expression (8.91) for $p_k$ to conclude that we can run the above algorithm by using $\mu_o/n_k$ instead of $\mu_o/p_k$, where $n_k$ is the degree of agent $k$. The factor that appears in the denominator of $p_k$ in (8.89) is common to all agents and can be incorporated into $\mu_o$ (in this way, recursion (8.102) can run with knowledge of only the local information $n_k$). For more general left-stochastic combination matrices $A$, one can run a power iteration [104] in parallel with the distributed implementation (8.102) in order to estimate the entries $p_k$. The power iteration involves a recursion of the following form:

$$r_i = Ar_{i-1}, \quad r_{-1} \neq 0, \quad i \geq 0 \quad (8.104)$$

with coefficient matrix equal to $A$ and with an initial nonzero vector $r_{-1}$ that is selected randomly. We denote the entries of $r_i$ by $\{r_k(i)\}$ for $k = 1, 2, \ldots, N$.

Since we are assuming $A$ to be primitive, then it has a unique eigenvalue at one and, moreover, this eigenvalue is dominant (i.e., its magnitude is strictly larger than the magnitude of each of the other eigenvalues of $A$). Then, the power iteration is known to converge towards a right-eigenvector of $A$ that corresponds to its largest-magnitude eigenvalue, which is the eigenvalue at one [104, 263]. That is, the entries $\{r_k(i)\}$ converge towards a constant multiple of the corresponding entries $\{p_k\}$. Therefore, we may replace the scalars $\{p_k\}$ in (8.102) by the values $\{r_k(i)\}$ estimated recursively and in a distributed manner, as shown in the following listing for each agent $k$ (the constant scaling between the values of $r_k(i)$ and $p_k$ is incorporated into $\mu_o$ since the scaling is common to all agents):

$$\begin{cases}
    r_k(i) = \sum_{\ell \in N_k} a_{k\ell} r_k(i-1) \\
    \psi_{k,i} = w_{k,i-1} - \frac{\mu_o}{r_k(i)} \nabla w \cdot J_k(w_{k,i-1}) \\
    w_{k,i} = \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i}
\end{cases} \quad (8.105)$$

Observe that implementation (8.105) employs two sets of coefficients: $\{a_{k\ell}\}$ in the first line and $\{a_{\ell k}\}$ in the last line. The first set corresponds to the entries on the $k-$th row of $A$, while the second set corresponds to the entries on the $k-$th column of $A$; these latter entries add up to one and perform a convex combination operation. Therefore, this second method assumes that each agent $k$ has access to both sets of coefficients $\{a_{k\ell}, a_{\ell k}\}$, which is feasible for undirected graphs. This construction is related to, albeit different from, a push-sum protocol used for computing the average value of distributed measurements over directed graphs in, e.g., [23, 78, 140, 173, 240].
8.3 Gradient Noise Model

From this point onwards, we shall therefore measure the performance of the distributed strategy (8.46) by using \( w^* \) as the reference vector (instead of \( w^o \)) and define the error vectors as:

\[
\tilde{w}_{k,i} \triangleq w^* - w_{k,i} \quad (8.106)
\]

\[
\tilde{\psi}_{k,i} \triangleq w^* - \psi_{k,i} \quad (8.107)
\]

\[
\tilde{\phi}_{k,i-1} \triangleq w^* - \phi_{k,i-1} \quad (8.108)
\]

Moreover, with each agent \( k \), we associate a gradient noise vector in addition to a mismatch (or bias) vector, namely,

\[
s_{k,i}(\phi_{k,i-1}) \triangleq \tilde{\nabla}_{w^*} J_k(\phi_{k,i-1}) - \tilde{\nabla}_{w^*} J_k(\phi_{k,i-1}) \quad (8.109)
\]

and

\[
b_k \triangleq -\tilde{\nabla}_{w^*} J_k(w^*) \quad (8.110)
\]

In the special case when all individual costs, \( J_k(w) \), have the same minimizer at \( w^o_k \equiv w^o \) (which is the situation considered in Example 8.1 over MSE networks), then \( w^* = w^o \) and the vector \( b_k \) will be identically zero. In general, though, the vector \( b_k \) is nonzero. Let \( \mathcal{F}_{i-1} \) represent the collection of all random events generated by the processes \( \{ w_{k,j} \} \) at all agents \( k = 1, 2, \ldots, N \) up to time \( i - 1 \):

\[
\mathcal{F}_{i-1} \triangleq \text{filtration}\{ w_{k,-1}, w_{k,0}, w_{k,1}, \ldots, w_{k,i-1}, \text{ all } k \} \quad (8.111)
\]

Similarly to Assumption 5.2, we assume that the gradient noise processes across the agents satisfy the following conditions.

**Assumption 8.1 (Conditions on gradient noise).** It is assumed that the first and second-order conditional moments of the individual gradient noise processes, \( s_{k,i}(\phi) \), satisfy the following conditions for any iterates \( \phi \in \mathcal{F}_{i-1} \) and for all \( k, \ell = 1, 2, \ldots, N \):

\[
\mathbb{E} \left[ s_{k,i}(\phi) \big| \mathcal{F}_{i-1} \right] = 0 \quad (8.112)
\]

\[
\mathbb{E} \left[ s_{k,i}(\phi) s_{\ell,i}(\phi) \big| \mathcal{F}_{i-1} \right] = 0, \quad k \neq \ell \quad (8.113)
\]

\[
\mathbb{E} \left[ s_{k,i}(\phi) s_{\ell,i}^T(\phi) \big| \mathcal{F}_{i-1} \right] = 0, \quad k \neq \ell \quad (8.114)
\]

\[
\mathbb{E} \left[ \| s_{k,i}(\phi) \|^2 \big| \mathcal{F}_{i-1} \right] \leq \left( \beta_k/h \right)^2 \| \phi \|^2 + \sigma_{s,k}^2 \quad (8.115)
\]
almost surely, for some nonnegative scalars $\beta^2_k$ and $\sigma^2_{s,k}$ and where $h = 1$ for real data and $h = 2$ for complex data.

Using the above conditions, and in a manner similar to the derivation (3.28), it is straightforward to verify that the gradient noise processes satisfy:

$$
\mathbb{E} \left[ s_{k,i}(\phi_{k,i-1}) \mid \mathcal{F}_{i-1} \right] = 0
$$

(8.116)

$$
\mathbb{E} \left[ ||s_{k,i}(\phi_{k,i-1})||^2 \mid \mathcal{F}_{i-1} \right] \leq (\beta^2_k/h^2)||\phi_{k,i-1}||^2 + \sigma^2_{s,k}
$$

(8.117)

$$
\mathbb{E} \left[ ||s_{k,i}(\phi_{k,i-1})||^2 \right] \leq (\beta^2_k/h^2)\mathbb{E} ||\phi_{k,i-1}||^2 + \sigma^2_{s,k}
$$

(8.118)

in terms of the scalars

$$
\beta^2_k \triangleq 2\tilde{\beta}^2_k
$$

(8.119)

$$
\sigma^2_{s,k} \triangleq 2(\beta_k/h)^2||w^*||^2 + \sigma^2_{s,k}
$$

(8.120)

We shall use conditions (8.116)–(8.118) more frequently in lieu of (8.112)–(8.115). We could have required these conditions directly in the statement of Assumption 8.1. We instead opted to state conditions (8.112)–(8.115) in that manner, in terms of a generic $\phi \in \mathcal{F}_{i-1}$ rather than $\tilde{\omega}_{k,i-1}$, so that the upper bound in (8.115) is independent of the unknown $w^*$.

Conditions (8.116)–(8.118) will be useful in establishing the mean-square stability of the second-order moment of the error vector, $\mathbb{E}||\tilde{w}_{k,i}||^2$, in the next chapter. Later, in Sec. 9.2, when we examine the stability of the fourth-order moment of the same error vector, $\mathbb{E}||\tilde{w}_{k,i}||^4$, we will need to replace the bound (8.115) by a condition similar to (5.36) on the fourth-order moments of the individual gradient noise processes, namely, by the following condition:

$$
\mathbb{E} \left[ ||s_{k,i}(\phi)||^4 \mid \mathcal{F}_{i-1} \right] \leq (\beta_k/h)^4||\phi||^4 + \sigma^4_{s,k}
$$

(8.121)

almost surely, for nonnegative scalars $\{\beta^4_k, \sigma^4_{s,k}\}$. Using an argument similar to (3.56), we can similarly conclude from these conditions that

$$
\mathbb{E} \left[ ||s_{k,i}(\phi_{k,i-1})||^4 \mid \mathcal{F}_{i-1} \right] \leq (\beta^4_{k,i}/h^4)||\phi_{k,i-1}||^4 + \sigma^4_{s,k}
$$

(8.122)
for some non-negative parameters defined by:

\[ \beta_{4,k} \triangleq 8\tilde{\beta}_{k}^{4} \quad \text{(8.123)} \]

\[ \sigma_{s4,k}^{4} \triangleq 8(\tilde{\beta}_{k}/h)^{4} \|w^{*}\|^{4} + \sigma_{s4,k}^{4} \quad \text{(8.124)} \]

We will not need to introduce condition (8.121) in addition to the second-order moment condition (8.115). This is because, as explained earlier following (3.50), condition (8.121) implies that condition (8.115) also holds, namely, it follows from (8.121) that

\[ \mathbb{E} \left[ \|s_{k,i}(\phi)\|^{2} \mid \mathcal{F}_{i-1} \right] \leq (\tilde{\beta}_{k}/h)^{2} \|\phi\|^{2} + \sigma_{s,k}^{2} \quad \text{(8.125)} \]

**Example 8.11 (Gradient noise over MSE networks).** Let us continue with the setting of Example 8.8, which deals with a variation of MSE networks where the data model at each agent is instead assumed to be given by

\[ d_{k}(i) = u_{k,i}w_{k}^{0} + v_{k}(i) \quad \text{(8.126)} \]

with the model vectors, \( w_{k}^{0} \), being possibly different at the various agents. In a manner similar to (8.15), we can verify that if the distributed strategy (8.5) is employed at the agents, then the resulting gradient noise process at each agent \( k \) is now given by:

\[ s_{k,i}(\phi_{k,i} - 1) = \frac{2}{h} \left( R_{u,k} - u_{k,i}^{T}u_{k,i} \right) (w_{k}^{0} - \phi_{k,i} - 1) - \frac{2}{h} u_{k,i}^{*}v_{k}(i) \quad \text{(8.127)} \]

where \( h = 2 \) for complex data and \( h = 1 \) for real data (in the latter case, it is understood that complex conjugation should be replaced by standard transposition so that \( u_{k,i}^{*} \) becomes \( u_{k,i}^{T} \)). Observe that (8.127) is written in terms of the difference \( w_{k}^{0} - \phi_{k,i} - 1 \) and not in terms of the error vector \( \tilde{\phi}_{k,i} - 1 \).}

**8.4 Extended Network Error Dynamics**

We explained earlier after (8.45) that because the Hessian matrices, \( \nabla_{w}^{2}J_{k}(w) \), are not generally block diagonal, we will need to introduce extended versions of the error quantities \( \{\tilde{w}_{k,i}, \tilde{\psi}_{k,i}, \tilde{\phi}_{k,i} - 1\} \) in order to fully capture the dynamics of the network in the general case. This is in contrast to the mean-square-error case studied in Example 8.1 where these errors were sufficient to arrive at the state recursions (8.22) or (8.25) for the evolution of the network dynamics.
8.4. Extended Network Error Dynamics

To motivate the need for extended error vectors, let us first introduce some notation. Thus, note that if we express any column vector \( w \in \mathbb{C}^M \) in terms of its real and imaginary parts \( x, y \in \mathbb{R}^M \), then

\[
\begin{align*}
    w &= x + jy \quad \text{(a column vector)} \\
    w^* &= x^T - jy^T \quad \text{(a row vector)} \\
    (w^*)^T &= x - jy \quad \text{(a column vector)}
\end{align*}
\]

(8.128)\( \rightarrow \) (8.129)\( \rightarrow \) (8.130)

In other words, the quantity \((w^*)^T\) is again a column vector, just like \( w \), except that its complex representation is obtained by replacing \( j \) by \(-j\).

The reason why we need to introduce the quantity \((w^*)^T\) is because, as the discussion will reveal, we will need to track the evolution of both quantities \( w_k,i \) and \((w^*_k,i)^T\) in the general case in order to examine how the network is performing. Thus, using equations (8.46), we can deduce similar relations for the evolution of the complex conjugate iterates, namely,

\[
\begin{align*}
    \left( \phi_{k,i-1}^* \right)^T &= \sum_{\ell \in N_k} a_{1,\ell k} \left( w_{\ell,i-1}^* \right)^T \\
    \left( \psi_{k,i}^* \right)^T &= \sum_{\ell \in N_k} a_{o,\ell k} \left( \phi_{\ell,i-1}^* \right)^T - \mu_k \overrightarrow{w^* J}_k \left( \phi_{k,i-1} \right) \\
    \left( w_{k,i}^* \right)^T &= \sum_{\ell \in N_k} a_{2,\ell k} \left( \psi_{\ell,i}^* \right)^T
\end{align*}
\]

(8.131)

Observe how the gradient vector approximation that appears in the second equation now involves differentiation relative to \( w^T \) and not \( w^* \). Representations (8.46) and (8.131) can be grouped together into a single set of equations by introducing extended vectors of dimensions \( 2M \times 1 \) as follows:

\[
\begin{align*}
    \begin{bmatrix}
        \phi_{k,i-1} \\
        (\phi_{k,i-1})^T \\
        \psi_{k,i} \\
        (\psi_{k,i})^T \\
        w_{k,i} \\
        (w_{k,i})^T
    \end{bmatrix}
    &= \sum_{\ell \in N_k} a_{1,\ell k} \begin{bmatrix}
        w_{\ell,i-1}^* \\
        (w_{\ell,i-1}^*)^T
    \end{bmatrix} - \mu_k \begin{bmatrix}
        \overrightarrow{w^* J}_k (\phi_{k,i-1}) \\
        \overrightarrow{w^* J}_k (\phi_{k,i-1})^T
    \end{bmatrix}
\end{align*}
\]

(8.132)
We therefore extend the error vectors into size $2M \times 1$ and introduce

\[
\tilde{w}^e_{k,i} \triangleq \begin{bmatrix} \tilde{w}_{k,i}^e \\ (\tilde{w}^*_{k,i})^T \end{bmatrix}, \quad \tilde{\psi}^e_{k,i} \triangleq \begin{bmatrix} \tilde{\psi}_{k,i}^e \\ (\tilde{\psi}^*_{k,i})^T \end{bmatrix}, \quad \tilde{\phi}^e_{k,i-1} \triangleq \begin{bmatrix} \tilde{\phi}_{k,i-1}^e \\ (\tilde{\phi}^*_{k,i-1})^T \end{bmatrix}
\]  

(8.133)

where we are using the superscript “$e$” to refer to extended quantities of size $2M \times 1$. We also introduce extended versions of the limit vector, the gradient noise vector, and the bias vector:

\[
(w^*)^e \triangleq \begin{bmatrix} w^* \\ ((w^*)^T) \end{bmatrix}, \quad s^e_{k,i} \triangleq \begin{bmatrix} s_{k,i}(\phi_{k,i-1}) \\ (s^*_{k,i}(\phi_{k,i-1}))^T \end{bmatrix}, \quad b^e_k \triangleq \begin{bmatrix} b_k \\ (b_k^T) \end{bmatrix}
\]  

(8.134)

where the vector $s^e_{k,i}$ in (8.134) should have been written more explicitly as $s^e_{k,i}(\phi_{k,i-1})$; we are dropping the argument for compactness of notation. Now, subtracting $(w^*)^e$ from both sides of the equations in (8.132) and using (8.109) gives

\[
\begin{cases}
\tilde{\phi}^e_{k,i-1} = \sum_{\ell \in N_k} a_{1,\ell k} \tilde{w}^e_{\ell,i-1} \\
\tilde{\psi}^e_{k,i} = \sum_{\ell \in N_k} a_{o,\ell k} \tilde{\phi}^e_{\ell,i-1} + \mu_k \begin{bmatrix} \nabla_{w^*} J_k(\phi_{k,i-1}) \\ \nabla_{w^T} J_k(\phi_{k,i-1}) \end{bmatrix} + \mu_k s^e_{k,i} \\
\tilde{w}^e_{k,i} = \sum_{\ell \in N_k} a_{2,\ell k} \tilde{\psi}^e_{\ell,i}
\end{cases}
\]  

(8.135)

We observe that the gradient vectors in (8.135) are being evaluated at the intermediate variable, $\phi_{k,i-1}$, and not at any of the error variables. For this reason, equation (8.135) is still not an actual recursion. To transform it into a recursion that only involves error variables, we call upon the mean-value theorem (D.20) from the appendix, which allows us to write:
8.4. Extended Network Error Dynamics

\[
\begin{bmatrix}
\nabla_{w^*} J_k(\phi_{k,i-1}) \\
\nabla_{w^T} J_k(\phi_{k,i-1})
\end{bmatrix}
\begin{bmatrix}
\nabla_{w^*} J_k(w^*) \\
\nabla_{w^T} J_k(w^*)
\end{bmatrix}
= \begin{bmatrix}
\int_0^1 \nabla^2_{w^*} J_k(w^* - i\tilde{\phi}_{k,i-1}) dt \\
\Delta = H_{k,i-1}
\end{bmatrix}
\begin{bmatrix}
\Delta \phi_{k,i-1}^e
\end{bmatrix}
\]

That is,

\[
\begin{bmatrix}
\nabla_{w^*} J_k(\phi_{k,i-1}) \\
\nabla_{w^T} J_k(\phi_{k,i-1})
\end{bmatrix}
\begin{bmatrix}
\nabla_{w^*} J_k(w^*) \\
\nabla_{w^T} J_k(w^*)
\end{bmatrix}
= -b_e^k - H_{k,i-1} \tilde{\phi}_{k,i-1}^e
\]

in terms of a $2M \times 2M$ stochastic matrix $H_{k,i-1}$ defined in terms of the integral of the $2M \times 2M$ Hessian matrix of agent $k$:

\[
H_{k,i-1} \overset{\Delta}{=} \int_0^1 \nabla^2_{w^*} J_k(w^* - i\tilde{\phi}_{k,i-1}) dt
\]

Substituting (8.137) into (8.135) leads to

\[
\begin{aligned}
\tilde{\phi}_{k,i-1}^e &= \sum_{\ell \in \mathcal{N}_k} a_{1,\ell k} \tilde{w}_{\ell,i-1}^e \\
\tilde{\psi}_{k,i}^e &= \sum_{\ell \in \mathcal{N}_k} a_{o,\ell k} \tilde{\phi}_{\ell,i-1}^e - \mu_k H_{k,i-1} \tilde{\phi}_{k,i-1}^e - \mu_k b_k^e + \mu_k s_{k,i}^e \\
\tilde{w}_{k,i}^e &= \sum_{\ell \in \mathcal{N}_k} a_{2,\ell k} \tilde{\psi}_{\ell,i}^e
\end{aligned}
\]

These equations describe the evolution of the error quantities at the individual agents for $k = 1, 2, \ldots, N$. Observe that when the matrix $H_{k,i-1}$ happens to be block diagonal, which occurs when the Hessian matrix function itself is block diagonal (as happened in (8.4) with the quadratic costs in Example 8.1), then the last term in (8.137) decouples into two separate terms in the variables

\[
\begin{aligned}
\left\{ \tilde{\phi}_{k,i-1}, \left( \tilde{\phi}_{k,i-1}^* \right)^T \right\}
\end{aligned}
\]
In that case, it becomes unnecessary to propagate the extended vectors \( \{ \tilde{w}^e_{k,i}, \tilde{\psi}^e_{k,i}, \tilde{\phi}^e_{k,i-1} \} \) using (8.139); the dynamics of the network can be studied by examining solely the evolution of the original error vectors \( \{ \tilde{w}_{k,i}, \tilde{\psi}_{k,i}, \tilde{\phi}_{k,i-1} \} \), namely,

\[
\begin{align*}
\tilde{\phi}_{k,i-1} & = \sum_{\ell \in \mathcal{N}_k} a_{1,\ell k} \tilde{w}_{\ell,i-1} \\
\tilde{\psi}_{k,i} & = \sum_{\ell \in \mathcal{N}_k} a_{o,\ell k} \tilde{\phi}_{\ell,i-1} - \mu_k \mathbf{H}_{k,i-1}^{11} \tilde{\phi}_{k,i-1} - \mu_k b_k + \mu_k s_{k,i} \\
\tilde{w}_{k,i} & = \sum_{\ell \in \mathcal{N}_k} a_{2,\ell k} \tilde{\psi}_{\ell,i}
\end{align*}
\] (8.142)

We continue our discussion by treating the general case (8.139). We collect the extended error vectors from all agents into the following \( N \times 1 \) block error vectors (whose individual entries are of size \( 2M \times 1 \) each):

\[
\tilde{w}^e_i = \begin{bmatrix} \tilde{w}^e_{1,i} \\ \vdots \\ \tilde{w}^e_{N,i} \end{bmatrix}, \quad \tilde{\phi}^e_i = \begin{bmatrix} \tilde{\phi}^e_{1,i-1} \\ \vdots \\ \tilde{\phi}^e_{N,i-1} \end{bmatrix}, \quad \tilde{\psi}^e_i = \begin{bmatrix} \tilde{\psi}^e_{1,i} \\ \vdots \\ \tilde{\psi}^e_{N,i} \end{bmatrix}
\] (8.143)

We also define the following block gradient noise and bias vectors:

\[
\begin{align*}
s^e_i & \triangleq \begin{bmatrix} s^e_{1,i} \\ s^e_{2,i} \\ \vdots \\ s^e_{N,i} \end{bmatrix}, \\
b^e & \triangleq \begin{bmatrix} b^e_1 \\ b^e_2 \\ \vdots \\ b^e_N \end{bmatrix}
\end{align*}
\] (8.144)

Now recall from the explanation after (8.134) that each entry, \( s^e_{k,i,j} \), in (8.144) is dependent on \( \phi_{k,i-1} \). Recall also from the distributed algorithm (8.46) that \( \phi_{k,i-1} \) is a combination of various \( \{ \tilde{w}_{\ell,i-1} \} \). Therefore, the block gradient vector, \( s^e_i \), defined in (8.144) is dependent on
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the network vector, \( \mathbf{w}^e_{i-1} \), namely,

\[
\mathbf{w}^e_{i-1} \triangleq \begin{bmatrix}
\mathbf{w}^e_{1,i-1} \\
\mathbf{w}^e_{2,i-1} \\
\vdots \\
\mathbf{w}^e_{N,i-1}
\end{bmatrix}, \quad \mathbf{w}^e_{k,i-1} \triangleq \begin{bmatrix}
\mathbf{w}^*_{k,i-1} \\
\mathbf{H}^e_{i-1}\mathbf{H}^e_{i-1}\mathbf{H}^e_{i-1}\mathbf{H}^e_{i-1}
\end{bmatrix}^T
\]

(8.145)

For this reason, we shall also write \( s_i^e(\mathbf{w}^e_{i-1}) \) rather than simply \( s_i^e \) when it is desired to highlight the dependency of \( s_i^e \) on \( \mathbf{w}^e_{i-1} \).

We further introduce the Kronecker products

\[
\begin{aligned}
\mathcal{A}_o & \triangleq A_o \otimes I_{2M} \\
\mathcal{A}_1 & \triangleq A_1 \otimes I_{2M} \\
\mathcal{A}_2 & \triangleq A_2 \otimes I_{2M}
\end{aligned}
\]

(8.146)

The matrix \( \mathcal{A}_o \) is an \( N \times N \) block matrix whose \((\ell, k)\)-th block is equal to \( a_{o,\ell k}I_{2M} \). Similarly, for \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \). Likewise, we introduce the following \( N \times N \) block diagonal matrices, whose individual entries are of size \( 2M \times 2M \) each:

\[
\mathcal{M} \triangleq \text{diag}\{ \mu_1I_{2M}, \mu_2I_{2M}, \ldots, \mu_NI_{2M} \}
\]

(8.147)

\[
\mathcal{H}_{i-1} \triangleq \text{diag}\{ \mathbf{H}_{1,i-1}, \mathbf{H}_{2,i-1}, \ldots, \mathbf{H}_{N,i-1} \}
\]

(8.148)

We then conclude from (8.139) that the following relations hold for the network variables:

\[
\begin{aligned}
\hat{\phi}^e_{i-1} & = \mathcal{A}^T_1 \mathbf{w}^e_{i-1} \\
\hat{\psi}^e_i & = \begin{bmatrix} \hat{\phi}^e_{i-1} - \mathcal{M}\mathcal{H}_{i-1} \end{bmatrix}^T \hat{\phi}^e_{i-1} + \mathcal{M}s_i^e(\mathbf{w}^e_{i-1}) - \mathcal{M}\mathbf{b}^e \\
\hat{\mathbf{w}}^e_i & = \mathcal{A}^T_2 \hat{\psi}^e_i
\end{aligned}
\]

(8.149)

so that the network weight error vector, \( \mathbf{w}^e_i \), ends up evolving according to the following stochastic recursion over \( i \geq 0 \):

\[
\hat{\mathbf{w}}^e_i = \mathcal{A}^T_2 \left( \mathcal{A}^T_o - \mathcal{M}\mathcal{H}_{i-1} \right) \mathcal{A}^T_1 \hat{\mathbf{w}}^e_{i-1} + \mathcal{A}^T_2 \mathcal{M}s_i^e(\mathbf{w}^e_{i-1}) - \mathcal{A}^T_2 \mathcal{M}\mathbf{b}^e
\]

(8.150)

For comparison purposes, if each agent operates individually and uses the non-cooperative strategy, then the weight error vectors across all
$N$ agents would instead evolve according to the following stochastic recursion:

$$\tilde{w}_i^e = (I_{2MN} - \mathcal{M} \mathcal{H}_{i-1}) \tilde{w}_{i-1}^e + \mathcal{M} s_i^e(w_{i-1}) - \mathcal{M} b^e \quad (8.151)$$

where the matrices \{\mathcal{A}_o, \mathcal{A}_1, \mathcal{A}_2\} do not appear since, in this case, $A_o = A_1 = A_2 = I_N$. We summarize the discussion so far in the following statement for complex data (we show how these results simplify for real data in the example after the lemma).

**Lemma 8.1 (Network error dynamics).** Consider a network of $N$ interacting agents running the distributed strategy (8.46). The evolution of the error dynamics across the network relative to the reference vector $w^*$ defined by (8.55) is described by the following recursion:

$$\tilde{w}_i^e = B_{i-1} \tilde{w}_{i-1}^e + \mathcal{A}_2^T \mathcal{M} s_i^e(w_{i-1}) - \mathcal{A}_2^T \mathcal{M} b^e, \quad i \geq 0 \quad (8.152)$$

where

- $B_{i-1} \triangleq \mathcal{A}_2^T \left( A_o^T - \mathcal{M} \mathcal{H}_{i-1} \right) A_1^T \quad (8.153)$
- $A_o \triangleq A_o \otimes I_{2M}, \; A_1 \triangleq A_1 \otimes I_{2M}, \; A_2 \triangleq A_2 \otimes I_{2M} \quad (8.154)$
- $\mathcal{M} \triangleq \text{diag}\{\mu_1 I_{2M}, \mu_2 I_{2M}, \ldots, \mu_N I_{2M}\} \quad (8.155)$
- $\mathcal{H}_{i-1} \triangleq \text{diag}\{H_{1,i-1}, H_{2,i-1}, \ldots, H_{N,i-1}\} \quad (8.156)$
- $H_{k,i-1} \triangleq \int_0^1 \nabla_w^2 J_k(w^* - t\bar{\phi}_{k,i-1}) dt \quad (8.157)$

where $\nabla_w^2 J_k(w)$ denotes the $2M \times 2M$ Hessian matrix of $J_k(w)$ relative to $w$. Moreover, the extended vectors $\{\tilde{w}_i^e, s_i^e, b^e\}$ are defined by (8.143) and (8.144).

**Example 8.12 (Mean-square-error costs).** Let us re-consider the scenario studied in Example 8.1 and verify that result (8.152) collapses to (8.25). Indeed, in this case, we have $w^* = w^o$ and the bias vector, $b_i^e$, will be zero for all agents $k = 1, 2, \ldots, N$. Moreover since the Hessian matrix is now block diagonal, we can easily verify from the definition (8.137) that

$$H_{k,i-1} = \begin{bmatrix} R_{a,k} & 0 \\ 0 & R_{a,k}^T \end{bmatrix} \quad (8.158)$$

Substituting these facts into the expressions in Lemma 8.1 we recover (8.25). $\blacksquare$
Example 8.13 (Simplifications in the real case). The network error model of Lemma 8.1 can be simplified in the case of real data. This is because when $w \in \mathbb{R}^M$ is real-valued, we do not need to introduce the extended vectors (8.133) and (8.134) any longer. The simplifications that occur are described below.

To begin with, the distributed strategy (8.46) will be given by

$$
\begin{cases}
\phi_{k,i-1} = \sum_{\ell \in N_k} a_{1,\ell k} w_{\ell,i-1} \\
\psi_{k,i} = \sum_{\ell \in N_k} a_{0,\ell k} \phi_{\ell,i-1} - \mu_k \overleftarrow{\nabla}w^T J_k \left( \phi_{k,i-1} \right) \\
w_{k,i} = \sum_{\ell \in N_k} a_{2,\ell k} \psi_{\ell,i}
\end{cases}
$$

(8.159)

where the gradient vector approximation in the second equation is now relative to $w^T$ and not $w^*$. Subtracting the limit vector $w^*$ directly from both sides of the above equations gives

$$
\begin{cases}
\tilde{\phi}_{k,i-1} = \sum_{\ell \in N_k} a_{1,\ell k} \tilde{w}_{\ell,i-1} \\
\tilde{\psi}_{k,i} = \sum_{\ell \in N_k} a_{0,\ell k} \tilde{\phi}_{\ell,i-1} + \mu_k \overleftarrow{\nabla}w^T J_k \left( \phi_{k,i-1} \right) + \mu_k s_{k,i} \\
\tilde{w}_{k,i} = \sum_{\ell \in N_k} a_{2,\ell k} \tilde{\psi}_{\ell,i}
\end{cases}
$$

(8.160)

where now

$$s_{k,i} \triangleq \nabla w^T J_k (\phi_{k,i-1}) - \nabla w^T J_k (\phi_{k,i-1})$$

(8.161)

and the error vectors are measured relative to the same limit vector $w^*$:

$$\tilde{w}_{k,i} = w^* - w_{k,i}, \quad \tilde{\psi}_{k,i} = w^* - \psi_{k,i}, \quad \tilde{\phi}_{k,i-1} = w^* - \phi_{k,i-1}$$

(8.162)

We then call upon the real-version of the mean-value theorem, namely, expression (D.9) in the appendix, to write

$$
\nabla w^T J_k (\phi_{k,i-1}) = \frac{\nabla w^T J_k (w^*) - \int_0^1 \nabla w^T J_k (w^* - t\tilde{\phi}_{k,i-1}) dt}{\tilde{\phi}_{k,i-1}} = -b_k - H_{k,i-1} \tilde{\phi}_{k,i-1}
$$

(8.163)

where we introduced the $M \times 1$ constant vector $b_k$ and the (now) $M \times M$
stochastic matrix \( H_{k,i} \). Substituting (8.163) into (8.160) leads to

\[
\begin{align*}
\tilde{\phi}_{k,i} &= \sum_{\ell \in N_k} a_{1,\ell k} \tilde{w}_{\ell,i} \\
\tilde{\psi}_{i} &= \sum_{\ell \in N_k} a_{o,\ell k} \tilde{\phi}_{\ell,i} - \mu_k H_{k,i-1} \tilde{\phi}_{k,i-1} - \mu_k b_k + \mu_k s_{k,i} \\
\tilde{w}_{k,i} &= \sum_{\ell \in N_k} a_{2,\ell k} \tilde{\psi}_{\ell,i}
\end{align*}
\]

so that the network error vector

\[
\tilde{w}_i = \text{col}\{\tilde{w}_{1,i}, \tilde{w}_{2,i}, \ldots, \tilde{w}_{N,i}\}
\]

(8.165)
evolves according to the recursion

\[
\tilde{w}_i = B_{i-1} \tilde{w}_{i-1} + A_{2}^T M s_i (w_{i-1}) - A_{2}^T M b, \quad i \geq 0
\]

(8.166)
where now

\[
B_{i-1} \triangleq A_{2}^T (A_{o}^T - M H_{i-1}) A_{1}^T
\]

(8.167)
\[
A_{o} \triangleq A_{o} \otimes I_M, \quad A_{1} \triangleq A_{1} \otimes I_M, \quad A_{2} \triangleq A_{2} \otimes I_M
\]

(8.168)
\[
M \triangleq \text{diag}\{\mu_1 I_M, \mu_2 I_M, \ldots, \mu_N I_M\}
\]

(8.169)
\[
H_{i-1} \triangleq \text{diag}\{H_{1,i-1}, H_{2,i-1}, \ldots, H_{N,i-1}\}
\]

(8.170)
\[
H_{k,i-1} \triangleq \int_0^1 \nabla^2 w_{J_k(w^* - \tilde{\phi}_{k,i-1})} dt
\]

(8.171)
\[
w_{i-1} \triangleq \text{col}\{w_{1,i-1}, w_{2,i-1}, \ldots, w_{N,i-1}\}
\]

(8.172)
and \( \nabla^2 w_{J_k(w)} \) denotes the \( M \times M \) Hessian matrix of \( J_k(w) \) relative to \( w \).

\[\Box\]
Building on the results from the previous chapter, we are now ready to examine the stability of the mean-error process, $\mathbb{E} \tilde{w}_i$, the mean-square-error, $\mathbb{E} \| \tilde{w}_i \|^2$, and the fourth-order moment, $\mathbb{E} \| \tilde{w}_i \|^4$, by using the network error recursion (8.152). The key results proven in the current chapter are that for sufficiently small step-sizes, and for each agent $k$, it will hold that

$$\limsup_{i \to \infty} \| \mathbb{E} \tilde{w}_{k,i} \| = O(\mu_{\text{max}})$$

$$\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_{k,i} \|^2 = O(\mu_{\text{max}})$$

$$\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_{k,i} \|^4 = O(\mu_{\text{max}}^2)$$

where $\mu_{\text{max}}$ is an upper bound on the largest step-size parameter across the network since, from (8.52), we parameterized all step-sizes as scaled multiples of $\mu_{\text{max}}$, namely,

$$\mu_k \triangleq \tau_k \mu_{\text{max}}, \quad k = 1, 2, \ldots, N$$

where $0 < \tau_k \leq 1$. The error vectors, $\{ \tilde{w}_{k,i} \}$, in the above expressions are measured relative to the limit vector, $w^*$:

$$\tilde{w}_{k,i} = w^* - w_{k,i}$$
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where $w^*$ was defined by (8.55) as the unique minimum of the weighted aggregate cost function, $J^{\text{glob},*}(w)$, from (8.53), namely,

$$J^{\text{glob},*}(w) \triangleq \sum_{k=1}^{N} q_k J_k(w) \quad (9.6)$$

and the $\{q_k\}$ are positive scalars corresponding to the entries of the vector:

$$q \triangleq \text{diag}\{\mu_1, \mu_2, \ldots, \mu_N\} A_2 p \quad (9.7)$$

Here, the vector $p$ refers to the Perron eigenvector of the matrix product

$$P \triangleq A_1 A_o A_2 \quad (9.8)$$

and is defined through the relations:

$$P p = p, \quad 1^T p = 1, \quad p_k > 0 \quad (9.9)$$

For ease of reference, we recall the definition of the original aggregate cost function (8.44), namely,

$$J^{\text{glob}}(w) \triangleq \sum_{k=1}^{N} J_k(w) \quad (9.10)$$

### 9.1 Stability of Second-Order Error Moment

The first result establishes the mean-square stability of the network error process and shows that its mean-square value tends asymptotically to a bounded region in the order of $O(\mu_{\text{max}})$.

**Theorem 9.1 (Network mean-square-error stability).** Consider a network of $N$ interacting agents running the distributed strategy (8.46) with a primitive matrix $P = A_1 A_o A_2$. Assume the aggregate cost (9.10) and the individual costs, $J_k(w)$, satisfy the conditions in Assumption 6.1. Assume further that the first and second-order moments of the gradient noise process satisfy the conditions in Assumption 8.1. Then, the network is mean-square stable for sufficiently small step-sizes, namely, it holds that

$$\limsup_{i \to \infty} \mathbb{E}[\|\tilde{w}_{k,i}\|^2] = O(\mu_{\text{max}}), \quad k = 1, 2, \ldots, N \quad (9.11)$$

for any $\mu_{\text{max}} < \mu_o$, for some small enough $\mu_o$. 
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Proof. The derivation is demanding. We follow arguments motivated by the analysis in [70, 277] and they involve, as an initial step, transforming the error recursion (9.12) shown below into a more convenient form shown later in (9.60). We establish the result for the general case of complex data and, therefore, \( h = 2 \) throughout this derivation.

We start from the network error recursion (8.152):

\[
\bar{w}_i^e = B_{i-1} \bar{w}_{i-1}^e + A_i^T Ms_i^e (w_{i-1}^e) - A_i^T Mb^e, \quad i \geq 0
\]  

(9.12)

where

\[
B_{i-1} = A_i^T (A_o^T - M H_{i-1}) A_1^T
\]

(9.13)

in terms of the matrix

\[
P^T \triangleq A_i^T A_o^T A_1^T
\]

(9.14)

The matrix \( P = A_1 A_o A_2 \) is left-stochastic and assumed primitive. It follows that it has a single eigenvalue at one while all other eigenvalues are strictly inside the unit circle. We let \( p \) denote its Perron eigenvector, which is already defined by (9.9). This vector determines the entries of \( q \) defined by (9.7). Note, for later reference, that the \( k \)-entry of \( q \) can be extracted by computing the inner product of \( q \) with the \( k \)-th basis vector, \( e_k \), which has a unit entry at the \( k \)-th location and zeros elsewhere, i.e.,

\[
q_k = \mu_k (e_k^T A_2 p)
\]

(9.15)

Obviously, it holds for the extended matrices \( \{ P, A_2 \} \) that

\[
P (p \otimes I_{2M}) = (p \otimes I_{2M})
\]

(9.16)

\[
M A_2 (p \otimes I_{2M}) = (q \otimes I_{2M})
\]

(9.17)

\[
(1^T \otimes I_{2M}) (p \otimes I_{2M}) = I_{2M}
\]

(9.18)

Moreover, since \( A_1 \) and \( A_2 \) are left-stochastic, it holds that

\[
A_1^T (1 \otimes I_{2M}) = (1 \otimes I_{2M})
\]

(9.19)

\[
A_2^T (1 \otimes I_{2M}) = (1 \otimes I_{2M})
\]

(9.20)
The derivation that follows exploits the eigen-structure of \( P \). We start by noting that the \( N \times N \) matrix \( P \) admits a Jordan canonical decomposition of the form [113, p.128]:

\[
P \triangleq V_\epsilon J V_\epsilon^{-1} \quad (9.21)
\]

\[
J = \begin{bmatrix} 1 & 0 \\ 0 & J_\epsilon \end{bmatrix} \quad (9.22)
\]

\[
V_\epsilon = \begin{bmatrix} p \\ V_R \end{bmatrix} \quad (9.23)
\]

\[
V_\epsilon^{-1} = \begin{bmatrix} \mathbb{I}^T \\ V_L^T \end{bmatrix} \quad (9.24)
\]

where the matrix \( J_\epsilon \) consists of Jordan blocks, with each one of them having the generic form (say, for a Jordan block of size \( 4 \times 4 \):

\[
\begin{bmatrix}
\lambda & \epsilon & \lambda & \\
\epsilon & \lambda & \epsilon & \\
\epsilon & \lambda & \epsilon & \\
\end{bmatrix}
\quad (9.25)
\]

with \( \epsilon > 0 \) appearing on the lower\(^1\) diagonal, and where the eigenvalue \( \lambda \) may be complex but has magnitude strictly less than one. The scalar \( \epsilon \) is any small positive number that is independent of \( \mu_{\text{max}} \). Obviously, since \( V_\epsilon^{-1} V_\epsilon = I_N \), it holds that

\[
\mathbb{I}^T V_R = 0 \quad (9.26)
\]

\[
V_L^T P = 0 \quad (9.27)
\]

\[
V_L^T V_R = I_{N-1} \quad (9.28)
\]

The matrices \( \{V_\epsilon, J_\epsilon, V_\epsilon^{-1}\} \) have dimensions \( N \times N \) while the matrices \( \{V_L, J_\epsilon, V_R\} \) have dimensions \( (N - 1) \times (N - 1) \). The Jordan decomposition of the extended matrix \( P = P \otimes I_{2M} \) is given by

\[
P = (V_\epsilon \otimes I_{2M})(J \otimes I_{2M})(V_\epsilon^{-1} \otimes I_{2M}) \quad (9.29)
\]

so that substituting into (9.13) we obtain

\[
\mathbf{B}_{i-1} = ((V_\epsilon^{-1})^T \otimes I_{2M}) \left\{ (J^T \otimes I_{2M}) - \mathcal{D}_{i-1}^T \right\} (V_\epsilon^T \otimes I_{2M}) \quad (9.30)
\]

\(^1\)For any \( N \times N \) matrix \( A \), the traditional Jordan decomposition \( A = TJ'T^{-1} \) involves Jordan blocks in \( J' \) that have ones on the lower diagonal instead of \( \epsilon \). However, if we introduce the diagonal matrix \( E = \text{diag}\{1, \epsilon, \epsilon^2, \ldots, \epsilon^{N-1}\} \), then \( A = TE^{-1}EJ'E^{-1}ET^{-1} \), which we rewrite as \( A = V_\epsilon JV_\epsilon^{-1} \) with \( V_\epsilon = TE^{-1} \) and \( J = EJ'E^{-1} \). The matrix \( J \) now has \( \epsilon \) values instead of ones on the lower diagonal.
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where

\[ D_{i-1}^T \triangleq (V_e^T \otimes I_{2M}) A^T_2 M \mathcal{H}_{i-1}^{-1} (V_e^{-1})^T \otimes I_{2M} \]

\[ \equiv \begin{bmatrix} D_{11,i-1}^T & D_{21,i-1}^T \\ D_{12,i-1}^T & D_{22,i-1}^T \end{bmatrix} \]  

(9.31)

Using the partitioning (9.23)–(9.24) and the fact that

\[ A_1 = A_1 \otimes I_{2M}, \quad A_2 = A_2 \otimes I_{2M} \]  

(9.32)

we find that the block entries \( \{D_{mn,i-1}\} \) in (9.31) are given by

\[ D_{11,i-1} = \sum_{k=1}^N q_k H^T_{k,i-1} \]  

(9.33)

\[ D_{12,i-1} = (I^T \otimes I_{2M}) \mathcal{H}_{i-1}^{-1} M (A_2 V_R \otimes I_{2M}) \]  

(9.34)

\[ D_{21,i-1} = (V^T L A_1 \otimes I_{2M}) \mathcal{H}_{i-1}^{-1} (q \otimes I_{2M}) \]  

(9.35)

\[ D_{22,i-1} = (V^T L A_1 \otimes I_{2M}) \mathcal{H}_{i-1}^{-1} M (A_2 V_R \otimes I_{2M}) \]  

(9.36)

Let us now show that the entries in each of these matrices is in the order of \( O(\mu_{\text{max}}) \), as well as verify that the matrix norm sequences of these matrices are uniformly bounded from above for all \( i \). To begin with, recall from (8.157) that

\[ H_{k,i-1} \triangleq \int_0^1 \nabla^2_w J_k(w^* - t\phi_{k,i-1}) dt \]  

(9.37)

and, moreover, by assumption, all individual costs \( J_k(w) \) are convex functions with at least one of them, say, the cost function of index \( k_o \), being \( \nu_d \)-strongly-convex. This fact implies that, for any \( w \),

\[ \nabla^2_w J_{k_o}(w) \geq \frac{\nu_d}{\mu} I_{hM}, \quad k \neq k_o \]  

(9.38)

Consequently,

\[ H_{k_o,i-1} \geq \frac{\nu_d}{\mu} I_{hM}, \quad H_{k,i-1} \geq 0, \quad k \neq k_o \]  

(9.39)

and, therefore, \( D_{11,i-1} > 0 \). More specifically, the matrix sequence \( D_{11,i-1} \) is uniformly bounded from below as follows:

\[ D_{11,i-1} \geq q_k \frac{\nu_d}{\mu} I_{hM} \]  

(9.15)

\[ = \mu_{\text{max}} \tau_{k_o} (c_{k_o}^T A_2 p) \frac{\nu_d}{\mu} I_{hM} \]  

\[ = O(\mu_{\text{max}}) \]  

(9.40)
On the other hand, from the upper bound on the sum of the Hessian matrices in (6.13), and since each individual Hessian matrix is at least non-negative definite, we get
\[
H_{k,i-1} \leq \frac{\delta_d}{h} I_{hM} \tag{9.41}
\]
so that the matrix sequence \(D_{11,i-1}\) is uniformly bounded from above as well:
\[
D_{11,i-1} \leq q_{\max} N \frac{\delta_d}{h} I_{hM}
\tag{9.15} \leq \mu_{\max} \tau_{\max} (e^T_{k_{\max}} A_2 p) N \frac{\delta_d}{h} I_{hM} = O(\mu_{\max}) \tag{9.42}
\]
where \(k_{\max}\) denotes the \(k\)–index of the largest \(q_k\) entry. Combining results (9.40)–(9.42) we conclude that
\[
D_{11,i-1} = O(\mu_{\max}) \tag{9.43}
\]
Actually, since \(D_{11,i-1}\) is Hermitian positive-definite, we also conclude that its eigenvalues (which are positive and real) are \(O(\mu_{\max})\). This is because from the relation
\[
\mu_{\max} \tau_{\max} (e^T_{k_{\max}} A_2 p) N \frac{\delta_d}{h} I_{hM} \leq D_{11,i-1} \leq \mu_{\max} \tau_{\max} (e^T_{k_{\max}} A_2 p) N \frac{\delta_d}{h} I_{hM}
\tag{9.44}
\]
we can write, more compactly,
\[
c_1 \mu_{\max} I_{hM} \leq D_{11,i-1} \leq c_2 \mu_{\max} I_{hM} \tag{9.45}
\]
for some positive constants \(c_1\) and \(c_2\) that are independent of \(\mu_{\max}\) and \(i\).

Accordingly, for the eigenvalues of \(D_{11,i-1}\), we can write
\[
c_1 \mu_{\max} \leq \lambda(D_{11,i-1}) \leq c_2 \mu_{\max} \tag{9.46}
\]
It follows that the eigenvalues of \(I_{2M} - D_{11,i-1}^T\) are \(1 - O(\mu_{\max})\) so that, in terms of the 2–induced norm and for sufficiently small \(\mu_{\max}\):
\[
\|I_{2M} - D_{11,i-1}^T\| = \rho(I_{2M} - D_{11,i-1}^T) \leq 1 - \sigma_{11} \mu_{\max}
\leq 1 - O(\mu_{\max}) \tag{9.47}
\]
for some positive constant \(\sigma_{11}\) that is independent of \(\mu_{\max}\) and \(i\).

Similarly, from (9.39) and (9.41), and since each \(H_{k,i-1}\) is bounded from below and from above, we can conclude that
\[
D_{12,i-1} = O(\mu_{\max}), \; D_{21,i-1} = O(\mu_{\max}), \; D_{22,i-1} = O(\mu_{\max}) \tag{9.48}
\]
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and that the norms of these matrix sequences are also uniformly bounded from above. For example, using the $2-$ induced norm (i.e., maximum singular value):

$$
\| D_{21,i-1} \| \leq \| V_L^T A_1 \otimes I_{2M} \| \| q \otimes I_{2M} \| \| H_{i-1}^T \| \\
\leq \| V_L^T A_1 \otimes I_{2M} \| \| q \otimes I_{2M} \| \left( \max_{1 \leq k \leq N} \| H_{k,i-1} \| \right) \\
\leq \| V_L^T A_1 \otimes I_{2M} \| \| q \otimes I_{2M} \| \left( \frac{\delta_d}{h} \right) \\
= \| V_L^T A_1 \otimes I_{2M} \| \left( \frac{\delta_d}{h} \right) \\
\leq \| V_L^T A_1 \otimes I_{2M} \| \sqrt{N} q_{\text{max}} \mu_{\text{max}} \tau_{k_{\text{max}}} (e_{k_{\text{max}}}^T A_{2p}) \left( \frac{\delta_d}{h} \right) \\
$$

so that

$$
\| D_{21,i-1} \| \leq \sigma_{21} \mu_{\text{max}} = O(\mu_{\text{max}}) \\
$$

for some positive constant $\sigma_{21}$. In the above derivation we used the fact that $\| q \otimes I_{2M} \| = \| q \|$ since, from Table F.1 in the appendix, the singular values of a Kronecker product are given by all possible products of the singular values of the individual matrices. A similar argument applies to $D_{12,i-1}$ and $D_{22,i-1}$ for which we can verify that

$$
\| D_{12,i-1} \| \leq \sigma_{12} \mu_{\text{max}} = O(\mu_{\text{max}}), \quad \| D_{22,i-1} \| \leq \sigma_{22} \mu_{\text{max}} = O(\mu_{\text{max}}) \\
$$

for some positive constants $\sigma_{21}$ and $\sigma_{22}$. Let

$$
\mathcal{V}_e \triangleq V_e \otimes I_{2M}, \quad \mathcal{J}_e \triangleq J_e \otimes I_{2M} \\
$$

Then, using (9.30), we can write

$$
\mathcal{B}_{i-1} = (\mathcal{V}_e^{-1})^T \left[ I_{2M} - D_{11,i-1}^T \mathcal{J}_e \mathcal{J}_e^T - D_{21,i-1}^T \mathcal{J}_e \mathcal{J}_e^T - D_{22,i-1}^T \mathcal{J}_e \mathcal{J}_e^T \right] \mathcal{V}_e^T \\
$$

To simplify the notation, we drop the argument $w_{i-1}^c$ in (9.12) and write $s_i^c$ instead of $s_i^c(w_{i-1}^c)$ from this point onwards. We now multiply both sides of the error recursion (9.12) from the left by $\mathcal{V}_e^T$:

$$
\mathcal{V}_e^T \mathcal{W}_i = \mathcal{V}_e^T \mathcal{B}_{i-1} (\mathcal{V}_e^{-1})^T \mathcal{V}_e^T \mathcal{W}_{i-1} + \mathcal{V}_e^T A_{2p}^T \mathcal{J}_e s_i^c - \mathcal{V}_e^T A_{2p}^T \mathcal{J}_e b_i^c, \quad i \geq 0 \\
$$
and let
\[ V_e^T \mathbf{w}_i^c_i = \begin{bmatrix} (p^T \otimes I_{2M}) \bar{w}_i^c \tau_i^c R \otimes I_{2M} \bar{w}_i^c \end{bmatrix} = \begin{bmatrix} \bar{w}_i^c \tau_i^c \end{bmatrix} \] (9.55)

\[ V_e^T A_{22}^T \mathcal{M} s_i^c = \begin{bmatrix} (p^T \otimes I_{2M}) A_{22}^T \mathcal{M} s_i^c \tau_i^c R \otimes I_{2M} A_{22}^T \mathcal{M} s_i^c \end{bmatrix} = \begin{bmatrix} \bar{s}_i^c \tau_i^c \end{bmatrix} \] (9.56)

\[ V_e^T A_{22}^T \mathcal{M} b_i^c = \begin{bmatrix} (p^T \otimes I_{2M}) A_{22}^T \mathcal{M} b_i^c \tau_i^c R \otimes I_{2M} A_{22}^T \mathcal{M} b_i^c \end{bmatrix} = \begin{bmatrix} 0 \tau_i^c \end{bmatrix} \] (9.57)

where the zero entry in the last equality is due to the fact that
\[ (p^T \otimes I_{2M}) A_{22}^T \mathcal{M} b_i^c = (q^T \otimes I_{2M}) b_i^c = N \sum_{k=1}^{N} q_k \] (8.55)

\[ (p^T \otimes I_{2M}) A_{22}^T \mathcal{M} b_i^c = (q^T \otimes I_{2M}) b_i^c = N \sum_{k=1}^{N} q_k \] (9.58)

Moreover, from the expression for \( \bar{b}_i^c \) in (9.57), we note that it depends on \( \mathcal{M} \) and \( b_i^c \). Recall from (8.110) and (8.144) that the entries of \( b_i^c \) are defined in terms of the gradient vectors \( \nabla_{w^*} J_k(w^*) \). Since each \( J_k(w) \) is twice-differentiable from Assumption 6.1, then each gradient vector of \( J_k(w) \) is a differentiable function and therefore bounded. It follows that \( b_i^c \) has bounded norm and we conclude that
\[ \bar{b}_i^c = O(\mu_{\text{max}}) \] (9.59)

Using the just introduced transformed variables, we can rewrite (9.54) in the form
\[
\begin{bmatrix}
\bar{w}_i^c \\
\bar{w}_i^c
\end{bmatrix} = \begin{bmatrix} I_{2M} - D_{11,i-1}^T - D_{12,i-1}^T & -D_{21,i-1}^T - D_{22,i-1}^T \\
-J_{c}^T - D_{22,i-1}^T & -D_{22,i-1}^T
\end{bmatrix} \begin{bmatrix} \bar{w}_i^c \tau_i^c - \bar{s}_i^c \\
\bar{w}_i^c \tau_i^c - \bar{s}_i^c
\end{bmatrix} \begin{bmatrix} 0 \\
\bar{b}_i^c
\end{bmatrix}
\] (9.60)

or, in expanded form,
\[
\begin{align*}
\bar{w}_i^c &= (I_{2M} - D_{11,i-1}^T) \bar{w}_{i-1}^c - D_{21,i-1}^T \bar{w}_{i-1}^c + \bar{s}_i^c \\
\bar{w}_i^c &= (J_{c}^T - D_{22,i-1}^T) \bar{w}_{i-1}^c - D_{12,i-1}^T \bar{w}_{i-1}^c + \bar{s}_i^c - \bar{b}_i^c
\end{align*}
\] (9.61)

(9.62)
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Conditioning both sides on $\mathcal{F}_{i-1}$, computing the conditional second-order moments, and using the conditions from Assumption 8.1 on the gradient noise process we get

$$
\mathbb{E} \left[ \| \bar{w}_t^c \|^2 \mid \mathcal{F}_{i-1} \right] = \| (I_{2M} - D_{11,i-1}^T) \bar{w}_{i-1} - D_{21,i-1}^T \bar{w}_{i-1} \|^2 + \mathbb{E} \left[ \| \bar{s}_t^c \|^2 \mid \mathcal{F}_{i-1} \right] 
$$

(9.63)

and

$$
\mathbb{E} \left[ \| \bar{w}_t^c \|^2 \mid \mathcal{F}_{i-1} \right] = \| ( J_t^T - D_{22,i-1}^T ) \bar{w}_{i-1} - D_{12,i-1}^T \bar{w}_{i-1} - \bar{b}^c \|^2 + \mathbb{E} \left[ \| \bar{s}_t^c \|^2 \mid \mathcal{F}_{i-1} \right] 
$$

(9.64)

Computing the expectations again we conclude that

$$
\mathbb{E} \| \bar{w}_t^c \|^2 = \mathbb{E} \| (I_{2M} - D_{11,i-1}^T) \bar{w}_{i-1} - D_{21,i-1}^T \bar{w}_{i-1} \|^2 + \mathbb{E} \| \bar{s}_t^c \|^2 
$$

(9.65)

and

$$
\mathbb{E} \| \bar{w}_t^c \|^2 = \mathbb{E} \| ( J_t^T - D_{22,i-1}^T ) \bar{w}_{i-1} - D_{12,i-1}^T \bar{w}_{i-1} - \bar{b}^c \|^2 + \mathbb{E} \| \bar{s}_t^c \|^2 
$$

(9.66)

Continuing with the first variance (9.65), we can appeal to Jensen’s inequality (F.26) from the appendix and apply it to the function $f(x) = \| x \|^2$ to bound the variance as follows:

$$
\mathbb{E} \| \bar{w}_t^c \|^2 \\
\begin{align*}
&= \mathbb{E} \left\| (1 - t) \frac{1}{1 - t} (I_{2M} - D_{11,i-1}^T) \bar{w}_{i-1} - t \frac{1}{t} D_{21,i-1}^T \bar{w}_{i-1} \right\|^2 + \mathbb{E} \| \bar{s}_t^c \|^2 \\
&\leq (1 - t) \mathbb{E} \left\| \frac{1}{1 - t} (I_{2M} - D_{11,i-1}^T) \bar{w}_{i-1} \right\|^2 + \mathbb{E} \left\| \frac{1}{t} D_{21,i-1}^T \bar{w}_{i-1} \right\|^2 + \mathbb{E} \| \bar{s}_t^c \|^2 \\
&\leq \frac{1}{1 - t} \mathbb{E} \| (I_{2M} - D_{11,i-1}^T) \bar{w}_{i-1} \|^2 + \frac{1}{t} \mathbb{E} \| D_{21,i-1}^T \bar{w}_{i-1} \|^2 + \mathbb{E} \| \bar{s}_t^c \|^2 \\
&\leq \frac{(1 - \sigma_{11} \mu_{\text{max}})^2}{1 - t} \mathbb{E} \| \bar{w}_{i-1} \|^2 + \frac{\sigma_{21}^2 \mu_{\text{max}}^2}{t} \mathbb{E} \| \bar{w}_{i-1} \|^2 + \mathbb{E} \| \bar{s}_t^c \|^2 
\end{align*}
$$

(9.67)

for any arbitrary positive number $t \in (0, 1)$. We select

$$
t = \sigma_{11} \mu_{\text{max}} 
$$

(9.68)

Then, the last inequality can be written as

$$
\mathbb{E} \| \bar{w}_t^c \|^2 \leq (1 - \sigma_{11} \mu_{\text{max}}) \mathbb{E} \| \bar{w}_{i-1} \|^2 + \left( \frac{\sigma_{21}^2 \mu_{\text{max}}^2}{\sigma_{11}} \right) \mathbb{E} \| \bar{w}_{i-1} \|^2 + \mathbb{E} \| \bar{s}_t^c \|^2 
$$

(9.69)
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We now repeat a similar argument for the second variance relation (9.66). Thus, using Jensen’s inequality again we have

\[ E \| \tilde{\mathbf{w}}_{e,i} \|^2 = (9.70) \]

\[ = E \left\| \mathbf{J}_e^T \tilde{\mathbf{w}}_{e,i-1} - \frac{1}{\lambda} \mathbf{J}_e^T \mathbf{w}_{e,i-1} + \frac{1}{\lambda} \mathbf{J}_e^T \mathbf{w}_{e,i-1} + \tilde{\mathbf{b}}_e \right\|^2 + E \| \tilde{s}_e \|^2 \]

\[ \leq \frac{1}{t} E \| \mathbf{J}_e \tilde{\mathbf{w}}_{e,i-1} \|^2 + \frac{1}{1-t} E \left\| \mathbf{J}_e \mathbf{w}_{e,i-1} + \mathbf{J}_e \mathbf{w}_{e,i-1} + \tilde{\mathbf{b}}_e \right\|^2 + E \| \tilde{s}_e \|^2 \]

for any arbitrary positive number \( t \in (0,1) \). Now note that

\[ \| \mathbf{J}_e^T \tilde{\mathbf{w}}_{e,i-1} \|^2 = \left( \mathbf{w}_{e,i-1} \right)^* \mathbf{J}_e^T \mathbf{J}_e \mathbf{w}_{e,i-1} \]

\[ = \left( \mathbf{w}_{e,i-1} \right)^* \mathbf{J}_e \mathbf{J}_e^T \mathbf{w}_{e,i-1} \]

\[ \leq \rho(\mathbf{J}_e \mathbf{J}_e^T) \| \mathbf{w}_{e,i-1} \|^2 \]

(9.71)

where we called upon the Rayleigh-Ritz characterization of the eigenvalues of Hermitian matrices [104, 113], namely,

\[ \lambda_{\min}(C) \| x \|^2 \leq x^* C x \leq \lambda_{\max}(C) \| x \|^2 \]

(9.72)

for any Hermitian matrix \( C \). Applying this result to the Hermitian and non-negative definite matrix \( \mathbf{C} = (\mathbf{J}_e \mathbf{J}_e^T)^T \), and noting that \( \rho(C) = \rho(C^T) \), we obtain (9.71). From definition (9.52) for \( \mathbf{J}_e \) we further get

\[ \rho(\mathbf{J}_e \mathbf{J}_e^T) = \rho(\mathbf{J}_e \otimes \mathbf{I}_{2M})(\mathbf{J}_e^* \otimes \mathbf{I}_{2M}) \]

\[ = \rho(\mathbf{J}_e \mathbf{J}_e^* \otimes \mathbf{I}_{2M}) \]

\[ = \rho(\mathbf{J}_e \mathbf{J}_e^*) \]

(9.73)

The matrix \( \mathbf{J}_e \) is block diagonal and consists of Jordan blocks. Assume initially that it consists of a single Jordan block, say, of size \( 4 \times 4 \), for illustration purposes. Then, we can write:

\[ \mathbf{J}_e \mathbf{J}_e^* = \begin{bmatrix} \lambda & \epsilon & \lambda & \epsilon \\ \epsilon & \lambda & \epsilon & \lambda \\ \epsilon & \lambda & \lambda & \epsilon \\ \epsilon & \lambda & \epsilon & \lambda \end{bmatrix} \]

(9.74)
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Using the property that the spectral radius of a matrix is bounded by any of its norms, and using the 1–norm (maximum absolute column sum), we get for the above example

\[ \rho(J_\epsilon J_\epsilon^*) \leq \| J_\epsilon J_\epsilon^* \|_1 \]
\[ = \| \lambda \|^2 + \epsilon^2 + \epsilon|\lambda^*| + \epsilon|\lambda| \]
\[ = (\| \lambda \| + \epsilon)^2 \]  \hspace{1cm} (9.75)

If \( J_\epsilon \) consists of multiple Jordan blocks, say, \( L \) of them with eigenvalue \( \lambda_\ell \) each, then

\[ \rho(J_\epsilon J_\epsilon^*) \leq \max_{1 \leq \ell \leq L} (|\lambda_\ell| + \epsilon)^2 = (\rho(J_\epsilon) + \epsilon)^2 \]  \hspace{1cm} (9.76)

where \( \rho(J_\epsilon) \) does not depend on \( \epsilon \) and is equal to the second largest eigenvalue in magnitude in \( J \), which we know is strictly less than one in magnitude. Substituting this conclusion into (9.70) gives

\[
E\| \bar{\epsilon}_e \|^2 \leq \frac{1}{t} (\rho(J_\epsilon) + \epsilon)^2 E\| \bar{\epsilon}_{\bar{K},1-1} \|^2 + \frac{1}{1 - t} \left[ \| D_{22,i-1}^T \bar{\epsilon}_{e,i-1} + D_{12,i-1}^T \bar{\epsilon}_{i-1} + \bar{\epsilon}_e \|^2 + E\| \bar{\epsilon}_{\bar{K},1-1} \|^2 \right]
\]  \hspace{1cm} (9.77)

Since we know that \( \rho(J_\epsilon) \in (0, 1) \), then we can select \( \epsilon \) small enough to ensure \( \rho(J_\epsilon) + \epsilon \in (0, 1) \). We then select

\[ t = \rho(J_\epsilon) + \epsilon \]  \hspace{1cm} (9.78)

and rewrite (9.77) as

\[
E\| \bar{\epsilon}_e \|^2 \leq (\rho(J_\epsilon) + \epsilon) E\| \bar{\epsilon}_{\bar{K},1-1} \|^2 + E\| \bar{\epsilon}_{\bar{K},1-1} \|^2 + \left( \frac{1}{1 - \rho(J_\epsilon) - \epsilon} \right) \left[ \| D_{22,i-1}^T \bar{\epsilon}_{e,i-1} + D_{12,i-1}^T \bar{\epsilon}_{i-1} + \bar{\epsilon}_e \|^2 \right]
\]  \hspace{1cm} (9.79)

We can bound the last term on the right-hand side of the above expression as follows:

\[
E\left\| D_{22,i-1}^T \bar{\epsilon}_{e,i-1} + D_{12,i-1}^T \bar{\epsilon}_{i-1} + \bar{\epsilon}_e \right\|^2 = \]
\[ = \frac{1}{3} E\left\| 3D_{22,i-1}^T \bar{\epsilon}_{e,i-1} + 3D_{12,i-1}^T \bar{\epsilon}_{i-1} + \frac{1}{3} \bar{\epsilon}_e \right\|^2 \]
\[ \leq \frac{1}{3} E\left\| 3D_{22,i-1}^T \bar{\epsilon}_{e,i-1} \right\|^2 + \frac{1}{3} E\left\| 3D_{12,i-1}^T \bar{\epsilon}_{i-1} \right\|^2 + \frac{1}{3} E\left\| \bar{\epsilon}_e \right\|^2 \]
\[ \leq 3E\left\| D_{22,i-1}^T \bar{\epsilon}_{e,i-1} \right\|^2 + 3E\left\| D_{12,i-1}^T \bar{\epsilon}_{i-1} \right\|^2 + 3 E\left\| \bar{\epsilon}_e \right\|^2 \]
\[ \leq 3\sigma_{22}^2 \mu_{\max}^2 E\left\| \bar{\epsilon}_{e,i-1} \right\|^2 + 3\sigma_{12}^2 \mu_{\max}^2 E\left\| \bar{\epsilon}_{i-1} \right\|^2 + 3 E\left\| \bar{\epsilon}_e \right\|^2 \]  \hspace{1cm} (9.80)
Substituting into (9.79) we obtain

\[
E \| \hat{w}_e^i \|^2 \leq \left( \rho(J_e) + \epsilon + \frac{3\sigma^2_2\mu^2_{\text{max}}}{1 - \rho(J_e) - \epsilon} \right) E \| \hat{w}_e^{i-1} \|^2 + \\
\left( \frac{3\sigma^2_2\mu^2_{\text{max}}}{1 - \rho(J_e) - \epsilon} \right) E \| \hat{w}_e^{i-1} \|^2 + \\
\left( \frac{3}{1 - \rho(J_e) - \epsilon} \right) \| \hat{b}^e \|^2 + E \| \hat{s}_e^i \|^2
\]

(9.81)

We now bound the noise terms, \( E \| \hat{s}_e^i \|^2 \) in (9.69) and \( E \| \hat{s}_e^i \|^2 \) in (9.81). For that purpose, we first note that

\[
E \| \hat{s}_e^i \|^2 + E \| \hat{s}_e^i \|^2 = E \left\| \begin{bmatrix} \hat{s}_e^i \\ \hat{s}_e^i \end{bmatrix} \right\|^2 \\
= E \| V_T A_T^T M s_e^i \|^2 \\
\leq \| V_T A_T^T \|^2 \| M \|^2 E \| s_e^i \|^2 \\
\leq v_1^2 \mu_{\text{max}} E \| s_e^i \|^2
\]

(9.82)

where the positive constant \( v_1 \) is independent of \( \mu_{\text{max}} \) and is equal to the following norm

\[
v_1 \triangleq \| V_T A_T^T \|
\]

(9.83)

On the other hand, using (8.113)–(8.114), we have

\[
E \| s_e^i \|^2 = \sum_{k=1}^{N} E \| s_{k,i}^e \|^2 \\
= 2 \left( \sum_{k=1}^{N} E \| s_{k,i} \|^2 \right)
\]

(9.84)

in terms of the variances of the individual gradient noise processes, \( E \| s_{k,i} \|^2 \), and where we used the fact that

\[
\| s_{k,i}^e \|^2 = 2 \| s_{k,i} \|^2
\]

(9.85)
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Now, for each term $s_{k,i}$ we have

$$
\mathbb{E} \|s_{k,i}\|^2 \leq (\beta_k^2/h^2) \mathbb{E} \|\tilde{\phi}_{k,i-1}\|^2 + \sigma_{s,k}^2
$$

$$
= (\beta_k^2/h^2) \mathbb{E} \left\| \sum_{\ell \in \mathbb{N}_k} a_{1,\ell k} \tilde{w}_{\ell,i-1} \right\|^2 + \sigma_{s,k}^2
$$

$$
\leq (\beta_k^2/h^2) \sum_{\ell \in \mathbb{N}_k} a_{1,\ell k} \mathbb{E} \left\| \tilde{w}_{\ell,i-1} \right\|^2 + \sigma_{s,k}^2
$$

$$
\leq (\beta_k^2/h^2) \left( \frac{2h^2}{\mu_{\text{max}}} \right) \mathbb{E} \left\| \tilde{w}_{\ell,i-1} \right\|^2 + \sigma_{s,k}^2
$$

$$
\leq (\beta_k^2/h^2) \left( \frac{2h^2}{\mu_{\text{max}}} \right) \left( \mathbb{E} \left\| \tilde{w}_{\ell,i-1} \right\|^2 + \mathbb{E} \left\| \tilde{w}_{\ell,i-1} \right\|^2 + \sigma_{s,k}^2 \right)\ 
$$

$$
\leq (\beta_k^2/h^2) \left( \frac{2h^2}{\mu_{\text{max}}} \right) \left( \mathbb{E} \left\| \tilde{w}_{\ell,i-1} \right\|^2 + \mathbb{E} \left\| \tilde{w}_{\ell,i-1} \right\|^2 + \sigma_{s,k}^2 \right)\ 
$$

where $h = 2$ for complex data, while the positive constant $v_2$ is independent of $\mu_{\text{max}}$ and denotes the norm

$$
v_2 \triangleq \left\| (\gamma^{-1}_e)^T \right\| \ 
$$

In this way, we can bound the term $\mathbb{E} \|s^e_i\|^2$ as follows:

$$
\mathbb{E} \|s^e_i\|^2 = 2 \left( \sum_{k=1}^{N} \mathbb{E} \|s_{k,i}\|^2 \right)\ 
$$

$$
\leq v_2^2 \beta_d^2 \left[ \mathbb{E} \|\tilde{w}^e_{i-1}\|^2 + \mathbb{E} \|\tilde{w}^e_{i-1}\|^2 \right] + \sigma_s^2\ 
$$

where we introduced the scalars:

$$
\beta_d^2 \triangleq \sum_{k=1}^{N} \beta_k^2/h^2\ 
$$

$$
\sigma_s^2 \triangleq \sum_{k=1}^{N} 2 \sigma_{s,k}^2\ 
$$

Substituting into (9.82) we get

$$
\mathbb{E} \|s^e_i\|^2 + \mathbb{E} \|s^e_i\|^2 \leq v_2^2 \beta_d^2 \mu_{\text{max}}^2 \left[ \mathbb{E} \|\tilde{w}^e_{i-1}\|^2 + \mathbb{E} \|\tilde{w}^e_{i-1}\|^2 \right] + v_2^2 \mu_{\text{max}}^2 \sigma_s^2\ 
$$
Using this bound in (9.69) and (9.81) we find that

\[
\mathbb{E} \| \hat{w}_t^e \|^2 \leq (1 - \sigma_{11}\mu_{\text{max}} + v_1^2v_2^2\beta_d^2\mu_{\text{max}}^2) \mathbb{E} \| \hat{w}_{t-1}^e \|^2 + \\
\left( \frac{\sigma_{11}^2\mu_{\text{max}}}{\sigma_{11}} + v_1^2v_2^2\beta_d^2\mu_{\text{max}}^2 \right) \mathbb{E} \| \hat{w}_{t-1}^e \|^2 + v_1^2\mu_{\text{max}}^2\sigma_s^2
\]

and

\[
\mathbb{E} \| \hat{w}_t^e \|^2 \leq \left( \rho(J_e) + \epsilon + \frac{3\sigma_{12}^2\mu_{\text{max}}^2}{1 - \rho(J_e) - \epsilon} + v_1^2v_2^2\beta_d^2\mu_{\text{max}}^2 \right) \mathbb{E} \| \hat{w}_{t-1}^e \|^2 + \\
\left( \frac{3\sigma_{12}^2\mu_{\text{max}}^2}{1 - \rho(J_e) - \epsilon} \right) \| \hat{\beta}^e \|^2 + v_1^2\mu_{\text{max}}^2\sigma_s^2
\]

We introduce the scalar coefficients

\[
a = 1 - \sigma_{11}\mu_{\text{max}} + v_1^2v_2^2\beta_d^2\mu_{\text{max}}^2 = 1 - O(\mu_{\text{max}}) \tag{9.94}
\]

\[
b = \frac{\sigma_{21}^2\mu_{\text{max}}}{\sigma_{11}} + v_1^2v_2^2\beta_d^2\mu_{\text{max}}^2 = O(\mu_{\text{max}}) \tag{9.95}
\]

\[
c = \frac{3\sigma_{12}^2\mu_{\text{max}}^2}{1 - \rho(J_e) - \epsilon} + v_1^2v_2^2\beta_d^2\mu_{\text{max}}^2 = O(\mu_{\text{max}}^2) \tag{9.96}
\]

\[
d = \rho(J_e) + \epsilon + \frac{3\sigma_{12}^2\mu_{\text{max}}^2}{1 - \rho(J_e) - \epsilon} + v_1^2v_2^2\beta_d^2\mu_{\text{max}}^2
\]

\|
\]

\[
e = v_1^2\mu_{\text{max}}^2\sigma_s^2 = O(\mu_{\text{max}}^2) \tag{9.98}
\]

\[
f = \left( \frac{3}{1 - \rho(J_e) - \epsilon} \right) \| \hat{\beta}^e \|^2 = O(\mu_{\text{max}}^2) \tag{9.99}
\]

since \( \| \hat{\beta}^e \| = O(\mu_{\text{max}}) \). Using these parameters, we can combine (9.92) and (9.93) into a single compact inequality recursion as follows:

\[
\begin{bmatrix}
\mathbb{E} \| \hat{w}_t^e \|^2 \\
\mathbb{E} \| \hat{w}_{t-1}^e \|^2
\end{bmatrix} \preceq \begin{bmatrix}
a & b \\
c & d
\end{bmatrix} \begin{bmatrix}
\mathbb{E} \| \hat{w}_{t-1}^e \|^2 \\
\mathbb{E} \| \hat{w}_{t-2}^e \|^2
\end{bmatrix} + \begin{bmatrix}
e \\
e + f
\end{bmatrix} \tag{9.100}
\]

in terms of the \( 2 \times 2 \) coefficient matrix \( \Gamma \) indicated above and whose entries are of the form

\[
\Gamma = \begin{bmatrix}
1 - O(\mu_{\text{max}}) & O(\mu_{\text{max}}) \\
O(\mu_{\text{max}}^2) & \rho(J_e) + \epsilon + O(\mu_{\text{max}}^2)
\end{bmatrix} \tag{9.101}
\]
9.1. Stability of Second-Order Error Moment

Now, we invoke again the property that the spectral radius of a matrix is upper bounded by any of its norms, and use the 1–norm (maximum absolute column sum), to conclude that

\[
\rho(\Gamma) \leq \max \left\{ 1 - O(\mu_{\text{max}}) + O(\mu_{\text{max}}^2), \rho(J_\epsilon) + \epsilon + O(\mu_{\text{max}}) + O(\mu_{\text{max}}^2) \right\}
\]

(9.102)

Since \(\rho(J_\epsilon) < 1\) is independent of \(\mu_{\text{max}}\), and since \(\epsilon\) and \(\mu_{\text{max}}\) are small positive numbers that can be chosen arbitrarily small and independently of each other, it is clear that the right-hand side of the above expression can be made strictly smaller than one for sufficiently small \(\epsilon\) and \(\mu_{\text{max}}\). In that case, \(\rho(\Gamma) < 1\) so that \(\Gamma\) is stable. Moreover, it holds that

\[
(I_2 - \Gamma)^{-1} = \begin{bmatrix} 1 - a & -b \\ -c & 1 - d \end{bmatrix}^{-1} = \frac{1}{(1 - a)(1 - d) - bc} \begin{bmatrix} 1 - d & b \\ c & 1 - a \end{bmatrix}
\]

(9.103)

If we now iterate (9.100), and since \(\Gamma\) is stable, we conclude that

\[
\limsup_{i \to \infty} \left[ \frac{\mathbb{E}\|\tilde{w}_i^e\|^2}{\mathbb{E}\|\tilde{w}_i^e\|^2} \right] \leq (I_2 - \Gamma)^{-1} \begin{bmatrix} e \\ e + f \end{bmatrix} = \begin{bmatrix} O(1/\mu_{\text{max}}) & O(1) \\ O(\mu_{\text{max}}) & O(1) \end{bmatrix} \begin{bmatrix} O(\mu_{\text{max}}^2) \\ O(\mu_{\text{max}}^2) \end{bmatrix} = \begin{bmatrix} O(\mu_{\text{max}}) \\ O(\mu_{\text{max}}^2) \end{bmatrix}
\]

(9.104)

from which we conclude that

\[
\limsup_{i \to \infty} \mathbb{E}\|\tilde{w}_i^e\|^2 = O(\mu_{\text{max}}), \quad \limsup_{i \to \infty} \mathbb{E}\|\tilde{w}_i^e\|^2 = O(\mu_{\text{max}}^2)
\]

(9.105)

and, therefore,

\[
\limsup_{i \to \infty} \mathbb{E}\|\tilde{w}_i^e\|^2 = \limsup_{i \to \infty} \left\| (V_i^{-1})^T \begin{bmatrix} \tilde{w}_i^e \\ \tilde{w}_i^e \end{bmatrix} \right\|^2 \leq \limsup_{i \to \infty} \left( \mathbb{E}\|\tilde{w}_i^e\|^2 + \mathbb{E}\|\tilde{w}_i^e\|^2 \right) = O(\mu_{\text{max}})
\]

(9.106)

which leads to the desired result (9.11).
We remark that the type of derivation used in the above proof, which starts from a stochastic recursion of the form (9.60) and transforms it into a deterministic recursion of the form (9.100), with the sizes of the parameters specified in terms of $\mu_{\text{max}}$ and with a $\Gamma$ matrix of the form (9.101), will be a recurring technique in our presentation. For example, we will encounter a similar derivation in two more locations in the current chapter while establishing Theorems 9.2 and 9.6 further ahead — see expressions (9.153) and (9.301); these theorems deal with the stability of the fourth and first-order moments of the error vector. We will also encounter a similar derivation in the next chapter — see expressions (10.48), (10.77), and (10.89).

## 9.2 Stability of Fourth-Order Error Moment

In the next chapter we will derive a long-term model to approximate the behavior of the network in the long term, as $i \to \infty$, and for sufficiently small step-sizes. The long-term model will be more tractable for performance analysis in the steady-state regime. At that point, we will argue that performance results that are derived from analyzing the long-term model provide accurate expressions for the performance results of the original network model to first-order in the step-size parameters. This is a reassuring conclusion that will lead to useful closed-form performance expressions. These results will be established under the condition that the fourth-order moment of the error vector, $\mathbb{E} \| \tilde{w}_{k,i} \|^4$, is asymptotically stable. We therefore establish this fact here and call upon it later in the analysis. To do so, we will rely on condition (8.121) on the fourth-order moments of the individual gradient noise processes.

**Theorem 9.2 (Fourth-order moment stability).** Consider a network of $N$ interacting agents running the distributed strategy (8.46) with a primitive matrix $P = A_1 A_o A_2$. Assume the aggregate cost (9.10) and the individual costs, $J_k(w)$, satisfy the conditions in Assumption 6.1. Assume further that the first and fourth-order moments of the gradient noise process satisfy the conditions of Assumption 8.1 with the second-order moment condition (8.115) replaced by the fourth-order moment condition (8.121). Then, the fourth-order moments of the network error vectors are stable for sufficiently small step-sizes,
namely, it holds that
\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_{k,i} \|_4^4 = O(\mu_{\max}^2), \quad k = 1, 2, \ldots, N
\]  
(9.107)

**Proof.** We again establish the result for the general case of complex data and, therefore, \( h = 2 \) throughout this derivation. We recall relations (9.61)–(9.62), namely,
\[
\tilde{w}_i^c = (I_{2M} - D_{11,i-1}^T) \tilde{w}_i^{c-1} - D_{21,i-1}^T \tilde{w}_i^{c-1} + \tilde{s}_i^c
\]  
(9.108)
\[
\tilde{w}_i^c = (J_{c}^T - D_{22,i-1}^T) \tilde{w}_i^{c-1} - D_{12,i-1}^T \tilde{w}_i^{c-1} + \hat{b}_c
\]  
(9.109)

Now note that, for any (deterministic or random) column vectors \( a \) and \( b \), it holds that
\[
\| a + b \|_4^4 = \| a \|_4^4 + \| b \|_4^4 + 2\| a \|_2^2 \| b \|_2^2 + 4\text{Re}(a^*b) \left[ \| a \|_2^2 + \| b \|_2^2 + \text{Re}(a^*b) \right]
\]  
(9.110)
so that using the vector inequalities
\[
[\text{Re}(a^*b)]^2 \leq |a^*b|^2 \leq \| a \|_2^2 \| b \|_2^2
\]  
(9.111)
and
\[
2\text{Re}(a^*b) \leq \| a \|_2^2 + \| b \|_2^2
\]  
(9.112)
we get
\[
\| a + b \|_4^4 \leq \| a \|_4^4 + 3\| b \|_4^4 + 8\| a \|_2^2 \| b \|_2^2 + 4\| a \|_2^2 \text{Re}(a^*b)
\]  
(9.113)
Applying this inequality to (9.108) with the identifications
\[
a \leftarrow (I_{2M} - D_{11,i-1}^T) \tilde{w}_i^{c-1} - D_{21,i-1}^T \tilde{w}_i^{c-1}
\]  
(9.114)
\[
b \leftarrow \tilde{s}_i^c
\]  
(9.115)
we obtain
\[
\| \tilde{w}_i^c \|_4^4 \leq \|(I_{2M} - D_{11,i-1}^T) \tilde{w}_i^{c-1} - D_{21,i-1}^T \tilde{w}_i^{c-1}\|_4^4 + 3\| \tilde{s}_i^c \|_4^4 + 8\|(I_{2M} - D_{11,i-1}^T) \tilde{w}_i^{c-1} - D_{21,i-1}^T \tilde{w}_i^{c-1}\|_2^2 \| \tilde{s}_i^c \|_2^2 + 4\|(I_{2M} - D_{11,i-1}^T) \tilde{w}_i^{c-1} - D_{21,i-1}^T \tilde{w}_i^{c-1}\|_2^2 \text{Re}(a^* \tilde{s}_i^c)
\]  
(9.116)
Conditioning on \( \mathcal{F}_{i-1} \) and computing the expectations of both sides, we will find that the expectation of the last term on the right-hand side of the above
expression is zero due to the assumed properties on the gradient noise process. Taking expectations again we then conclude that

\[
E \| \bar{w}_i^e \|^4 \leq E \left\| (I_{2M} - D_{11,i-1}^T) \bar{w}_{i-1}^e - D_{21,i-1}^T \bar{w}_{i-1}^e \right\|^4 + 3 \left( E \| \bar{s}_i^e \|^4 \right) +
8 \left( E \left\| (I_{2M} - D_{11,i-1}^T) \bar{w}_{i-1}^e - D_{21,i-1}^T \bar{w}_{i-1}^e \right\|^2 \right) \left( E \| \bar{s}_i^e \|^2 \right)
\]

\[
= E \left\| \left(1 - \frac{1}{1-t} \right) (I_{2M} - D_{11,i-1}^T) \bar{w}_{i-1}^e - t \frac{1}{t} D_{21,i-1}^T \bar{w}_{i-1}^e \right\|^4 +
3 \left( E \| \bar{s}_i^e \|^4 \right) + 8 \left( E \| \bar{s}_i^e \|^2 \right) \times
\left( E \left\| \left(1 - \frac{1}{1-t} \right) (I_{2M} - D_{11,i-1}^T) \bar{w}_{i-1}^e - t \frac{1}{t} D_{21,i-1}^T \bar{w}_{i-1}^e \right\|^2 \right)
\]

\[
\leq \frac{(1 - \sigma_{11} \mu_{\max})^4}{(1-t)^3} E \| \bar{w}_{i-1}^e \|^4 + \frac{\sigma_{21}^4 \mu_{\max}^4}{t^3} E \| \bar{w}_{i-1}^e \|^4 + 3E \| \bar{s}_i^e \|^4 +
8 \left( E \| \bar{s}_i^e \|^2 \right) \left( \left(1 - \sigma_{11} \mu_{\max}^2 \right) E \| \bar{w}_{i-1}^e \|^2 + \frac{\sigma_{21}^2 \mu_{\max}^2}{t} E \| \bar{w}_{i-1}^e \|^2 \right)
\]

(9.117)

for any arbitrary positive number \( t \in (0, 1) \). Similarly, using the identifications

\[ a \leftarrow (J_e^T - D_{22,i-1}^T) \bar{w}_{i-1}^e - D_{12,i-1}^T \bar{w}_{i-1}^e - \bar{b}^e \]  

(9.118)

\[ b \leftarrow \bar{s}_i^e \]  

(9.119)

for relation (9.109), we can establish the inequality

\[
\| \bar{w}_i^e \|^4 \leq \left\| (J_e^T - D_{22,i-1}^T) \bar{w}_{i-1}^e - D_{12,i-1}^T \bar{w}_{i-1}^e - \bar{b}^e \right\|^4 + 3 \| \bar{s}_i^e \|^4 +
8 \left\| (J_e^T - D_{22,i-1}^T) \bar{w}_{i-1}^e - D_{12,i-1}^T \bar{w}_{i-1}^e - \bar{b}^e \right\|^2 \| \bar{s}_i^e \|^2 +
4 \| a \|^2 \text{Re}(a^*b)
\]

(9.120)

from which we conclude that, again for any positive scalar \( t \in (0, 1) \):
9.2. Stability of Fourth-Order Error Moment

\[ \mathbb{E} \left\| \dot{\mathbf{w}}_t^e \right\|^4 \]

\[ \leq \mathbb{E} \left\| (J^T_e - D^T_{22,t-1}) \dot{\mathbf{w}}_{t-1}^e - D^T_{12,t-1} \ddot{\mathbf{w}}_{t-1}^e - \dddot{\mathbf{c}} \right\|^4 + 3 \mathbb{E} \left\| \dddot{\mathbf{s}}_t^e \right\|^4 + 8 \left( \mathbb{E} \left\| \dddot{\mathbf{s}}_t^e \right\|^2 \right) \left( \mathbb{E} \left\| (J^T_e - D^T_{22,t-1}) \dot{\mathbf{w}}_{t-1}^e - D^T_{12,t-1} \ddot{\mathbf{w}}_{t-1}^e - \dddot{\mathbf{c}} \right\|^2 \right) \]

\[ \leq \mathbb{E} \left\| \frac{1}{t} J^T_e \dot{\mathbf{w}}_{t-1} - (1 - t) \frac{1}{1 - t} \left[ D^T_{22,t-1} \dot{\mathbf{w}}_{t-1}^e + D^T_{12,t-1} \ddot{\mathbf{w}}_{t-1}^e + \dddot{\mathbf{c}} \right] \right\|^4 + 3 \left( \mathbb{E} \left\| \dddot{\mathbf{s}}_t^e \right\|^4 \right) + 8 \left( \mathbb{E} \left\| \dddot{\mathbf{s}}_t^e \right\|^2 \right) \times \left( \mathbb{E} \left\| \frac{1}{t} J^T_e \dot{\mathbf{w}}_{t-1} - (1 - t) \frac{1}{1 - t} \left[ D^T_{22,t-1} \dot{\mathbf{w}}_{t-1}^e + D^T_{12,t-1} \ddot{\mathbf{w}}_{t-1}^e + \dddot{\mathbf{c}} \right] \right\|^2 \right) \]

\[ \leq \frac{1}{t^3} \left\| J^T_e \right\|^4 \mathbb{E} \left\| \dot{\mathbf{w}}_{t-1}^e \right\|^4 + \frac{1}{(1 - t)^3} \mathbb{E} \left\| D^T_{22,t-1} \dot{\mathbf{w}}_{t-1}^e + D^T_{12,t-1} \ddot{\mathbf{w}}_{t-1}^e + \dddot{\mathbf{c}} \right\|^4 + 3 \left( \mathbb{E} \left\| \dddot{\mathbf{s}}_t^e \right\|^4 \right) + 8 \left( \frac{\rho(J_e) + \epsilon}{t} \right) \left( \mathbb{E} \left\| \dot{\mathbf{w}}_{t-1}^e \right\|^2 \right) \mathbb{E} \left\| \dddot{\mathbf{s}}_t^e \right\|^2 + 8 \left( \frac{3\sigma_{max}^2 \mu_{max}}{1 - t} \mathbb{E} \left\| \dot{\mathbf{w}}_{t-1}^e \right\|^2 + \frac{3\sigma_{max}^2 \mu_{max}}{1 - t} \mathbb{E} \left\| \dddot{\mathbf{s}}_t^e \right\|^2 \right) \mathbb{E} \left\| \dddot{\mathbf{s}}_t^e \right\|^2 \]

(9.121)

where in the last inequality we used the result

\[ \left\| a + b + c \right\|^4 = \left\| \frac{1}{3} a + \frac{1}{3} b + \frac{1}{3} c \right\|^4 \leq \frac{1}{3} \left\| a \right\|^4 + \frac{1}{3} \left\| b \right\|^4 + \frac{1}{3} \left\| c \right\|^4 = 27 \left\| a \right\|^4 + 27 \left\| b \right\|^4 + 27 \left\| c \right\|^4 \]

(9.122)

We now bound the fourth-order noise terms that appear in expressions (9.121) and (9.121) for \( \mathbb{E} \left\| \dot{\mathbf{w}}_{t-1}^e \right\|^4 \) and \( \mathbb{E} \left\| \dddot{\mathbf{c}} \right\|^4 \), namely, \( \mathbb{E} \left\| \dddot{\mathbf{s}}_t^e \right\|^4 \) and \( \mathbb{E} \left\| \dddot{\mathbf{s}}_t^e \right\|^4 \). Thus, note
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that

\[ E \| \bar{s}_i^c \|^4 + E \| \tilde{s}_i^c \|^4 \leq E (\| \bar{s}_i^c \|^2 + \| \tilde{s}_i^c \|^2)^2 \]
\[ = E \left( \left\| \begin{bmatrix} \bar{s}_i^c \\ \tilde{s}_i^c \end{bmatrix} \right\|^2 \right)^2 \]
\[ = E \left\| \mathcal{V}_i^T A_i^T M s_i^c \right\|^4 \]
\[ \leq \| \mathcal{V}_i^T A_i^T \|^4 \| M \|^4 E \| s_i^c \|^4 \]
\[ \leq \nu_i^4 \mu_{\text{max}} E \| s_i^c \|^4 \] (9.123)

On the other hand, using Jensen’s inequality (F.26) and applying it to the convex function \( f(x) = x^2 \),

\[ E \| s_i^c \|^4 = E (\| s_i^c \|^2)^2 \]
\[ = 4 E \left( \sum_{k=1}^{N} \| s_{k,i} \|^2 \right)^2 \]
\[ = 4 E \left( \frac{1}{N} N \| s_{1,i} \|^2 + \frac{1}{N} N \| s_{2,i} \|^2 + \ldots + \frac{1}{N} N \| s_{N,i} \|^2 \right)^2 \]
\[ \overset{(F.26)}{\leq} \frac{4}{N} E \left( (N \| s_{1,i} \|^2)^2 + (N \| s_{2,i} \|^2)^2 + \ldots + (N \| s_{N,i} \|^2)^2 \right) \]
\[ = 4N \sum_{k=1}^{N} E \| s_{k,i} \|^4 \] (9.124)

in terms of the fourth-order moments of the individual gradient noise processes, \( E \| s_{k,i} \|^4 \). Likewise, we have

\[ \sum_{\ell=1}^{N} \| \bar{w}_{\ell,i-1} \|^4 \leq \left( \| \bar{w}_{1,i-1} \|^2 + \| \bar{w}_{2,i-1} \|^2 + \ldots + \| \bar{w}_{N,i-1} \|^2 \right)^2 \]
\[ = \left( \| \bar{w}_{i-1} \|^2 \right)^2 \]
\[ = \left( \frac{1}{2} \| \bar{w}_{i-1}^c \|^2 \right)^2 \]
\[ = \frac{1}{4} \| \bar{w}_{i-1}^c \|^4 \] (9.125)
Therefore, for each term $s_{k,i}$ in (9.124) we can write

$$
\mathbb{E}\|s_{k,i}\|^4 \leq (\beta_{4,k}^4/h^4)\mathbb{E}\|\tilde{\phi}_{k,i-1}\|^4 + \sigma_{s4,k}^4
$$

$$(9.122)$$

$$
= (\beta_{4,k}^4/h^4)\mathbb{E}\left\| \sum_{\ell \in N_k} a_{1,\ell k} \bar{\mathbf{w}}_{\ell,i-1} \right\|^4 + \sigma_{s4,k}^4
$$

$$(F.26)$$

$$
\leq (\beta_{4,k}^4/h^4)\sum_{\ell \in N_k} a_{1,\ell k} \mathbb{E}\|\bar{\mathbf{w}}_{\ell,i-1}\|^4 + \sigma_{s4,k}^4
$$

$$(9.125)$$

$$
\leq (\beta_{4,k}^4/4h^4)\mathbb{E}\|\bar{w}_{i-1}^e\|^4 + \sigma_{s4,k}^4
$$

$$= (\beta_{4,k}^4/4h^4)\mathbb{E}\left\| (\mathcal{V}_e^{-1})^T \mathcal{V}_e^T \bar{w}_{i-1}^e \right\|^4 + \sigma_{s4,k}^4
$$

$$\leq (\beta_{4,k}^4/4h^4)\mathbb{E}\|\mathcal{V}_e^{-1}\|^4 \mathbb{E}\|\bar{w}_{i-1}^e\|^4 + \sigma_{s4,k}^4
$$

$$(a)$$

$$\leq 2(\beta_{4,k}^4/4h^4)v_4^2\mathbb{E}\|\bar{w}_{i-1}^e\|^4 + \mathbb{E}\|\bar{w}_{i-1}^e\|^4 + \sigma_{s4,k}^4$$

$$(9.126)$$

where in step (a) we used (9.55) to conclude that

$$
\|\mathcal{V}_e^T \bar{w}_{i-1}^e\|^4 = \left( \left\| \begin{bmatrix} \bar{w}_{i-1}^e \\ \bar{w}_{i-1}^e \end{bmatrix} \right\|^2 \right)^2
$$

$$= \left( \|\bar{w}_{i-1}^e\|^2 + \|\bar{w}_{i-1}^e\|^2 \right)^2
$$

$$\leq 2\|\bar{w}_{i-1}^e\|^4 + 2\|\bar{w}_{i-1}^e\|^4$$

$$(9.127)$$

In this way, we can bound the term $\mathbb{E}\|s_i^e\|^4$ as follows:

$$
\mathbb{E}\|s_i^e\|^4 \leq v_4^2\beta_{44}^4 \left[ \mathbb{E}\|\bar{w}_{i-1}^e\|^4 + \mathbb{E}\|\bar{w}_{i-1}^e\|^4 \right] + \sigma_{s4}^4
$$

$$(9.128)$$

where we introduced the scalars:

$$
\beta_{44}^4 \triangleq 2N \left( \sum_{k=1}^{N} \beta_{4,k}^4/h^4 \right)
$$

$$(9.129)$$

$$\sigma_{s4}^4 \triangleq 4N \left( \sum_{k=1}^{N} \sigma_{s4,k}^4 \right)
$$

$$(9.130)$$
Now, for any real random variables \( x \) and \( y \) we get
\[
E \| x \|^4 + E \| y \|^4 \leq v_1^4 v_2^4 \beta_d^4 \mu_{\max}^4 \left( E \| \bar{w}_{t-1}^x \|^4 + E \| \bar{w}_{t-1}^y \|^4 \right) +
\frac{v_1^4 \mu_{\max}^4 \sigma_s^4}{4}
\]  
(9.131)

Returning to (9.117), selecting \( t = \sigma_{11} \mu_{\max} \), and using the bounds (9.91) and (9.131), we then find that
\[
E \| \bar{w}_{t-1}^x \|^4 \leq \left( 1 - \sigma_{11} \mu_{\max} \right) E \| \bar{w}_{t-1}^x \|^4 + \frac{\sigma_{21}^2 \mu_{\max}^2 E \| \bar{w}_{t-1}^x \|^2}{\sigma_{11}^2} +
3v_1^4 v_2^4 \beta_d^4 \mu_{\max}^4 \left( E \| \bar{w}_{t-1}^x \|^4 + E \| \bar{w}_{t-1}^x \|^4 \right) + 3v_1^4 \mu_{\max}^4 \sigma_s^4 +
8v_1^4 v_2^4 \beta_d^2 \mu_{\max}^2 \left( 1 - \sigma_{11} \mu_{\max} \right) \left( E \| \bar{w}_{t-1}^x \|^2 \right)^2 +
8v_1^2 v_2^2 \beta_d^2 \mu_{\max}^2 \left( 1 - \sigma_{11} \mu_{\max} \right) \left( E \| \bar{w}_{t-1}^x \|^2 \right) \left( E \| \bar{w}_{t-1}^x \|^2 \right) +
8v_1^2 \mu_{\max}^2 \sigma_s^2 \left( 1 - \sigma_{11} \mu_{\max} \right) E \| \bar{w}_{t-1}^x \|^2 +
8 \frac{\sigma_{21}^2 \mu_{\max}^2}{\sigma_{11}^2} v_1^2 v_2^2 \beta_d^2 \mu_{\max}^2 \left( E \| \bar{w}_{t-1}^x \|^2 \right)^2 +
8 \frac{\sigma_{21}^2 \mu_{\max}^2}{\sigma_{11}^2} v_1^2 v_2^2 \beta_d^2 \mu_{\max}^2 \left( E \| \bar{w}_{t-1}^x \|^2 \right) \left( E \| \bar{w}_{t-1}^x \|^2 \right) +
8 \frac{\sigma_{21}^2 \mu_{\max}^2}{\sigma_{11}^2} v_1^2 \mu_{\max}^2 \sigma_s^2 E \| \bar{w}_{t-1}^x \|^2
\]  
(9.132)

Now, for any real random variables \( a \) and \( b \) it holds that
\[
(\mathbb{E} a)^2 \leq \mathbb{E} a^2
\]  
(9.133)

and
\[
2 (\mathbb{E} a^2) (\mathbb{E} b^2) \leq \mathbb{E} a^4 + \mathbb{E} b^4
\]  
(9.134)

This latter property can be established as follows. Using \((\mathbb{E} a^2 - \mathbb{E} b^2)^2 \geq 0\), we get
\[
2 (\mathbb{E} a^2) (\mathbb{E} b^2) \leq (\mathbb{E} a^2)^2 + (\mathbb{E} b^2)^2 \leq \mathbb{E} a^4 + \mathbb{E} b^4
\]  
(9.135)

These properties enable us to write
\[
2 \left( \mathbb{E} \| \bar{w}_{t-1}^x \|^2 \right) \left( \mathbb{E} \| \bar{w}_{t-1}^y \|^2 \right) \leq \mathbb{E} \| \bar{w}_{t-1}^x \|^4 + \mathbb{E} \| \bar{w}_{t-1}^y \|^4
\]  
(9.136)
\[
\left( \mathbb{E} \| \bar{w}_{t-1}^x \|^2 \right)^2 \leq \mathbb{E} \| \bar{w}_{t-1}^x \|^4
\]  
(9.137)
\[
\left( \mathbb{E} \| \bar{w}_{t-1}^y \|^2 \right)^2 \leq \mathbb{E} \| \bar{w}_{t-1}^y \|^4
\]  
(9.138)
so that

\[
E \| \tilde{w}_i^c \|^4 \leq a E \| \tilde{w}_{i-1}^c \|^4 + b E \| \tilde{w}_{i-1}^c \|^4 + a' E \| \tilde{w}_{i-1}^c \|^2 + b' E \| \tilde{w}_{i-1}^c \|^2 + e \tag{9.139}
\]

where the constant parameters \( \{a, b, a', b', e\} \) have the following form

\[
\begin{align*}
a &= 1 - \sigma_{11} \mu_{\text{max}} + O(\mu_{\text{max}}^2) \tag{9.140} \\
b &= O(\mu_{\text{max}}) \tag{9.141} \\
a' &= O(\mu_{\text{max}}^2) \tag{9.142} \\
b' &= O(\mu_{\text{max}}^3) \tag{9.143} \\
e &= O(\mu_{\text{max}}^4) \tag{9.144}
\end{align*}
\]

In a similar manner, using (9.121) and selecting

\[
t = \rho(J_e) + \epsilon < 1 \tag{9.145}
\]

we can verify that

\[
E \| \tilde{w}_i^c \|^4 \leq (\rho(J_e) + \epsilon) E \| \tilde{w}_{i-1}^c \|^4 + \\
\frac{27 \mu_{\text{max}}^4}{(1 - \rho(J_e) - \epsilon)^3} \left[ \sigma_{22}^4 E \| \tilde{w}_{i-1}^c \|^4 + \sigma_{12}^4 E \| \tilde{w}_{i-1}^c \|^4 \right] + \\
3v_1^4 v_2^2 \beta_d^4 \mu_{\text{max}}^4 \left[ E \| \tilde{w}_{i-1}^c \|^4 + E \| \tilde{w}_{i-1}^c \|^4 \right] + \\
8 (\rho(J_e) + \epsilon) v_1^2 \mu_{\text{max}}^2 \sigma_{22}^2 E \| \tilde{w}_{i-1}^c \|^2 + 27 \| \tilde{b}^c \|^2 + \\
4 (\rho(J_e) + \epsilon) v_1^2 v_2^2 \beta_d^2 \mu_{\text{max}}^2 \left[ E \| \tilde{w}_{i-1}^c \|^4 + 3 E \| \tilde{w}_{i-1}^c \|^4 \right] + \\
\frac{24 \mu_{\text{max}}^4 v_1^2 v_2^2 \sigma_{22}^2}{1 - \rho(J_e) - \epsilon} \left[ \sigma_{22}^2 E \| \tilde{w}_{i-1}^c \|^2 + \sigma_{12}^2 E \| \tilde{w}_{i-1}^c \|^2 \right] + \\
\frac{12 \mu_{\text{max}}^4 v_1^2 v_2^2 \beta_d^2}{1 - \rho(J_e) - \epsilon} \times \\
\left[ (\sigma_{22}^2 + 3 \sigma_{12}^2) E \| \tilde{w}_{i-1}^c \|^2 + (\sigma_{12}^2 + 3 \sigma_{22}^2) E \| \tilde{w}_{i-1}^c \|^2 \right] + \\
24 \| \tilde{b}^c \|^2 v_1^2 v_2^2 \beta_d^2 \mu_{\text{max}}^2 \left[ E \| \tilde{w}_{i-1}^c \|^2 + E \| \tilde{w}_{i-1}^c \|^2 \right] + \\
24 \| \tilde{b}^c \|^2 v_1^2 \mu_{\text{max}}^2 \sigma_{22}^2
\tag{9.146}
\]

so that

\[
E \| \tilde{w}_i^c \|^4 \leq c E \| \tilde{w}_{i-1}^c \|^4 + d E \| \tilde{w}_{i-1}^c \|^4 + c' E \| \tilde{w}_{i-1}^c \|^2 + d' E \| \tilde{w}_{i-1}^c \|^2 + f \tag{9.147}
\]
where the constant parameters \( \{ c, d, c', d', f \} \) have the following form

\[
\begin{align*}
c &= O(\mu_{\max}^2) \\
d &= \rho(J_e) + \epsilon + O(\mu_{\max}^2) \\
c' &= O(\mu_{\max}^4) \\
d' &= O(\mu_{\max}^2) \\
f &= O(\mu_{\max}^4)
\end{align*}
\] (9.148)

In other words, we can write

\[
\left[ \begin{array}{cc} a & b \\ c & d \end{array} \right] \preceq \Gamma
\]

(9.153)

in terms of the \( 2 \times 2 \) coefficient matrix \( \Gamma \) indicated above and whose entries are of the form

\[
\Gamma = \left[ \begin{array}{cc} 1 - O(\mu_{\max}) & O(\mu_{\max}) \\ O(\mu_{\max}) & \rho(J_e) + \epsilon + O(\mu_{\max}) \end{array} \right]
\] (9.154)

We again find that \( \Gamma \) is a stable matrix for sufficiently small \( \mu_{\max} \) and \( \epsilon \). Moreover, using (9.105) we have

\[
\limsup_{i \to \infty} \left[ \begin{array}{cc} a' & b' \\ c' & d' \end{array} \right] \left[ \begin{array}{c} \mathbb{E} \| \tilde{w}_{i-1}^e \|^2 \\ \mathbb{E} \| \tilde{w}_{i-1}^e \|^4 \end{array} \right] = \left[ \begin{array}{c} O(\mu_{\max}^3) \\ O(\mu_{\max}^4) \end{array} \right]
\] (9.155)

In this case, we can iterate (9.153) and use (9.103) to conclude that

\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i^e \|^4 = O(\mu_{\max}^2), \quad \limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i^e \|^4 = O(\mu_{\max}^4)
\] (9.156)

and, therefore,

\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i^e \|^4 = \limsup_{i \to \infty} \mathbb{E} \left( \left\| \left( V_{\epsilon}^{-1} \right)^T \left[ \tilde{w}_i^e \tilde{w}_i^e \right] \right\|^2 \right)^2 \leq \left\| \left( V_{\epsilon}^{-1} \right)^T \right\|^4 \left( \limsup_{i \to \infty} \mathbb{E} \left( \| \tilde{w}_i^e \|^2 + \| \tilde{w}_i^e \|^2 \right)^2 \right) \leq \limsup_{i \to \infty} 2\sigma_2^2 \left( \mathbb{E} \| \tilde{w}_i^e \|^4 + \mathbb{E} \| \tilde{w}_i^e \|^4 \right) = O(\mu_{\max}^2)
\] (9.157)

which leads to the desired result (9.107).
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Using the fact that $(\mathbb{E} a)^2 \leq \mathbb{E} a^2$ for any real-valued random variable $a$, we can readily conclude from (9.11), by using $a = \|\tilde{w}_{k,i}\|$, that

$$
\limsup_{i \to \infty} \mathbb{E} \|\tilde{w}_{k,i}\| = O(\mu_{\text{max}}^{1/2}), \quad k = 1, 2, \ldots, N
$$

(9.158)

so that the first-order moment of the error vector tends to a bounded region in the order of $O(\mu_{\text{max}}^{1/2})$. However, a smaller upper bound on $\|\mathbb{E} \tilde{w}_{k,i}\|$ can be derived with $O(\mu_{\text{max}}^{1/2})$ replaced by $O(\mu_{\text{max}})$, as shown in (9.1) and as we proceed to verify in this section. To do so, we examine the evolution of the mean-error vector more closely.

We reconsider the network error recursion (9.12), namely,

$$
\tilde{w}_i^e = \mathcal{B}_{i-1} \tilde{w}_{i-1}^e + \mathcal{A}_2^T \mathcal{M} s_i^e(w_{i-1}^e) - \mathcal{A}_2^T \mathcal{M} b^e, \quad i \geq 0
$$

(9.159)

where, from the expressions in Lemma 8.1:

$$
\begin{align*}
\mathcal{B}_{i-1} &= \mathcal{P}^T - \mathcal{A}_2^T \mathcal{M} \mathcal{H}_{i-1} \mathcal{A}_1^T \\
\mathcal{P}^T &= \mathcal{A}_2^T \mathcal{A}_0^T \mathcal{A}_1^T \\
\mathcal{H}_{i-1} &\triangleq \text{diag} \{ H_{1,i-1}, H_{2,i-1}, \ldots, H_{N,i-1} \} \\
H_{k,i-1} &\triangleq \int_0^1 \nabla^2 w_j^e(w^* - t\tilde{\phi}_{k,i-1}) dt
\end{align*}
$$

(9.160)-(9.163)

Conditioning both sides of (9.159) on $\mathcal{F}_{i-1}$, invoking the conditions on the gradient noise process from Assumption 8.1, and computing the conditional expectations we obtain:

$$
\mathbb{E} [\tilde{w}_i^e | \mathcal{F}_{i-1}] = \mathcal{B}_{i-1} \tilde{w}_{i-1}^e - \mathcal{A}_2^T \mathcal{M} b^e
$$

(9.164)

where the term involving $s_i^e$ is eliminated since $\mathbb{E} [s_i^e | \mathcal{F}_{i-1}] = 0$. Taking expectations again we arrive at

$$
\mathbb{E} \tilde{w}_i^e = \mathbb{E} [\mathcal{B}_{i-1} \tilde{w}_{i-1}^e] - \mathcal{A}_2^T \mathcal{M} b^e
$$

(9.165)

Let

$$
\mathcal{H}_{i-1} \triangleq \mathcal{H} - \mathcal{H}_{i-1}
$$

(9.166)

where, in a manner similar to (9.162), we define the constant matrix

$$
\mathcal{H} \triangleq \text{diag} \{ H_1, H_2, \ldots, H_N \}
$$

(9.167)
with each $H_{k,i-1}$ given by the value of the Hessian matrix at the limit point defined by (8.55), namely,

$$H_k \triangleq \nabla^2_w J_k(w^*)$$  \hspace{1cm} (9.168)

Then, using (9.166) in the expression for $B_{i-1}$, we can write

$$B_{i-1} = P^T - A_2^T M H_1 A_1^T + A_2^T M \tilde{H}_{i-1} A_1^T$$

\hspace{1cm} \triangleq \quad B + A_2^T M \tilde{H}_{i-1} A_1^T \hspace{1cm} (9.169)

in terms of the constant coefficient matrix

$$B \triangleq P^T - A_2^T M H_1 A_1^T$$  \hspace{1cm} (9.170)

In this way, the mean-error relation (9.165) becomes

$$E \bar{w}_i^\varepsilon = B \left(E \bar{w}_{i-1}^\varepsilon \right) - A_2^T M b^\varepsilon + A_2^T M c_{i-1}$$  \hspace{1cm} (9.171)

in terms of a deterministic perturbation sequence defined by

$$c_{i-1} \triangleq E \left( \tilde{H}_{i-1} A_1^T \bar{w}_{i-1}^\varepsilon \right)$$  \hspace{1cm} (9.172)

The constant matrix $B$ defined by (9.170), and which drives the mean-error recursion (9.171), will play a critical role in characterizing the performance of multi-agent networks in future chapters. It also plays an important role in characterizing the mean-error stability of the network in this section. We therefore establish several important properties for $B$ and subsequently use these properties to establish result (9.1) later in Theorem 9.6.

**Stability of the Coefficient Matrix $B$**

The first key result pertains to the stability of the matrix $B$ for sufficiently small step-sizes.

**Theorem 9.3 (Stability of $B$).** Consider a network of $N$ interacting agents running the distributed strategy (8.46) with a primitive matrix $P = A_1 A_o A_2$. Assume the aggregate cost (9.10) satisfies condition (6.13) in Assumption 6.1. Then, the constant matrix $B$ defined by (9.170) is stable for sufficiently small step-sizes and its spectral radius is given by

$$\rho(B) = 1 - \lambda_{\min} \left( \sum_{k=1}^{N} q_k H_k \right) + O \left( \mu_{\max}^{(N+1)/N} \right)$$  \hspace{1cm} (9.173)
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where $\lambda_{\text{min}}(\cdot)$ denotes the smallest eigenvalue of its Hermitian matrix argument.

Proof. We first establish the result for diffusion and consensus networks and then extend the conclusion to the general distributed structure (8.46) with three combination matrices $\{A_1, A_o, A_2\}$. The arguments used in steps (a) and (b) below are justified when all step-sizes in $\mathcal{M}$ are strictly positive, which is the situation under study. The more general argument under step (c) below is applicable even to situations where some of the step-sizes are zero (a scenario we shall encounter later in Chapter 13).

(a) Diffusion strategies. For the case of diffusion strategies, the stability argument follows directly by examining the expression for the matrix $\mathcal{B}$. Recall that different choices for $\{A_o, A_1, A_2\}$ correspond to different strategies, as already shown by (8.7)–(8.10). In particular, for ATC and CTA diffusion, we set $A_1 = A$ or $A_2 = A$, for some left-stochastic matrix $A$, and the matrix $A_o$ disappears from $\mathcal{B}$ since $A_o = I_N$ for these strategies. Specifically, the expression for $\mathcal{B}$ becomes

$$
\mathcal{B}_{\text{ATC}} = A^T (I_{2MN} - \mathcal{M} \mathcal{H}) \tag{9.174}
$$

$$
\mathcal{B}_{\text{CTA}} = (I_{2MN} - \mathcal{M} \mathcal{H}) A^T \tag{9.175}
$$

where $A = A \otimes I_{2M}$ is left-stochastic and

$$
\mathcal{M} \triangleq \text{diag}\{ \mu_1 I_{2M}, \mu_2 I_{2M}, \ldots, \mu_N I_{2M} \} \tag{9.176}
$$

$$
\mathcal{H} \triangleq \text{diag}\{ H_1, H_2, \ldots, H_N \} \tag{9.177}
$$

The important fact to note from (9.174) and (9.175) is that the combination matrix $A^T$ appears multiplying (from left or right) the block diagonal matrix $I_{2MN} - \mathcal{M} \mathcal{H}$. We can then immediately call upon result (F.24) from the appendix, and employ the block maximum norm with blocks of size $2M \times 2M$ each, to conclude that

$$
\rho (\mathcal{B}_{\text{ATC}}) \leq \rho (I_{2MN} - \mathcal{M} \mathcal{H}) \tag{9.178}
$$

$$
\rho (\mathcal{B}_{\text{CTA}}) \leq \rho (I_{2MN} - \mathcal{M} \mathcal{H}) \tag{9.179}
$$

Therefore, for both cases of ATC and CTA diffusion, the respective coefficient matrices $\mathcal{B}$ become stable whenever the block-diagonal matrix $I_{2MN} - \mathcal{M} \mathcal{H}$ is stable. It is easily seen that this latter condition is guaranteed for step-sizes $\mu_k$ satisfying

$$
\mu_k < \frac{2}{\rho(H_k)}, \quad k = 1, 2, \ldots, N \tag{9.180}
$$
from which we conclude that sufficiently small step-sizes stabilize \( B_{atc} \) or \( B_{cta} \).

(b) Consensus strategy. For the consensus strategy, we set \( A_1 = A_2 = I_N \) and \( A_0 = A \). In this case, the expression for \( B \) becomes

\[
B_{\text{cons}} = A^T - MH
\]  
(9.181)

where \( A \) now appears as an additive term. A condition on the step-sizes to ensure the stability of \( B_{\text{cons}} \) can be deduced from Weyl’s Theorem (F.33) in the appendix if we additionally assume that the left-stochastic matrix \( A \) is symmetric [248], in which case it will also be doubly stochastic. Since \( A \) is then both symmetric and left-stochastic, its eigenvalues will be real and lie inside the interval \([-1,1]\). Hence, \((I_{2MN} - A^T) \geq 0\). Moreover, since the matrices \( M \) and \( H \) are block-diagonal Hermitian and commute with each other, i.e., \( H M = M H \), it follows that \( B_{\text{cons}} \) in (9.181) is Hermitian, as well as the matrix \( B_{\text{ncop}} = I_{2MN} - MH \). Now note that we can write the following two trivial equalities (by adding and subtracting equal terms):

\[
B_{\text{ncop}} = B_{\text{cons}} + (I_{2MN} - A^T)
\]
(9.182)

\[
B_{\text{cons}} = (\lambda_{\min}(A) \cdot I_{2MN} - MH) + (A^T - \lambda_{\min}(A) \cdot I_{2MN})
\]
(9.183)

so that by applying Weyl’s Theorem (F.33) to both representations, we obtain the following eigenvalue relations:

\[
\lambda_\ell(B_{\text{cons}}) \leq \lambda_\ell(B_{\text{ncop}})
\]
(9.184)

\[
\lambda_\ell(B_{\text{cons}}) \geq \lambda_\ell\{\lambda_{\min}(A) \cdot I_{2MN} - MH\}
\]
(9.185)

for \( \ell = 1, 2, \ldots, 2MN \) and where we are assuming ordered eigenvalues, namely, \( \lambda_1 \geq \lambda_2 \geq \ldots \), for any of the matrix arguments. It follows that the matrix \( B_{\text{cons}} \) will be stable, namely, \(-1 < \lambda_\ell(B_{\text{cons}}) < 1\) for all \( \ell \) if

\[
\lambda_\ell(B_{\text{ncop}}) < 1
\]
(9.186)

\[
\lambda_\ell\{\lambda_{\min}(A) \cdot I_{2MN} - MH\} > -1
\]
(9.187)

The first condition is automatically satisfied due to the form of the matrix \( B_{\text{ncop}} \) and since \( MH > 0 \). For the second condition, it will be satisfied by step-sizes \( \{\mu_k\} \) such that

\[
\mu_k < \frac{1 + \lambda_{\min}(A)}{\rho(H_k)}, \quad k = 1, 2, \ldots, N
\]
(9.188)

Since we are dealing with strongly-connected networks, the matrix \( A \) is primitive and, therefore, it has a single eigenvalue matching its spectral radius, which is equal to one. That eigenvalue occurs at +1 so that...
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\( \lambda_{\text{min}}(A) > -1 \) and the upper bound in (9.188) is positive. We therefore conclude that sufficiently small step-sizes stabilize \( B \) for consensus strategies with a symmetric combination policy \( A \). If \( A \) is not symmetric, then the next argument would apply to this case.

(c) General case (eigenvalue perturbation analysis). For the general case, when the matrix \( A_o \) is not necessarily the identity matrix or symmetric, and when all three matrices \( \{A_o, A_1, A_2\} \) or subsets thereof may be present, the argument is more demanding. The argument that follows is based on an eigenvalue perturbation analysis in the small step-size regime similar to [277]. We establish the result for the general case of complex data and, therefore, \( h = 2 \) throughout this derivation.

We introduce the same Jordan canonical decomposition (9.24) for the matrix \( P \), namely,

\[
P \triangleq V_\epsilon J V_\epsilon^{-1} \quad (9.189)\]

\[
J = \begin{bmatrix}
1 & 0 \\
0 & J_\epsilon
\end{bmatrix} \quad (9.190)
\]

where the matrix \( J_\epsilon \) consists of Jordan blocks of forms similar to (9.25) with \( \epsilon > 0 \) appearing on the lower diagonal. The value of \( \epsilon \) can be chosen to be arbitrarily small and is independent of \( \mu_{\text{max}} \). The Jordan decomposition of the extended matrix \( P = P \otimes I_{2M} \) is given by

\[
P = (V_\epsilon \otimes I_{2M})(J \otimes I_{2M})(V_\epsilon^{-1} \otimes I_{2M}) \quad (9.191)
\]

so that substituting into (9.170) we obtain

\[
B = \left( (V_\epsilon^{-1})^T \otimes I_{2M} \right) \left\{ (J^T \otimes I_{2M}) - D^T \right\} \left( V_\epsilon^T \otimes I_{2M} \right) \quad (9.192)
\]

where

\[
D^T \triangleq (V_\epsilon^T \otimes I_{2M}) A_2^T M H A_1^T ((V_\epsilon^{-1})^T \otimes I_{2M})
\]

\[
= \begin{bmatrix}
D_{11}^T & D_{12}^T \\
D_{21}^T & D_{22}^T
\end{bmatrix} \quad (9.193)
\]

Using the partitioning (9.23)–(9.24) and the fact that

\[
A_1 = A_1 \otimes I_{2M}, \quad A_2 = A_2 \otimes I_{2M} \quad (9.194)
\]
we find that the block entries \{D_{mn}\} in (9.193) are given by

\[
D_{11} = \sum_{k=1}^{N} q_k H_k^T
\]  
(9.195)

\[
D_{12} = (1^T \otimes I_{2M})(H^T M(A_2 V_R \otimes I_{2M}))
\]  
(9.196)

\[
D_{21} = (V_L^T A_1 \otimes I_{2M})(q \otimes I_{2M})
\]  
(9.197)

\[
D_{22} = (V_L^T A_1 \otimes I_{2M})(H^T M(A_2 V_R \otimes I_{2M}))
\]  
(9.198)

In a manner similar to the arguments used in the proof of Theorem 9.1, we can verify that

\[
D_{11} = O(\mu_{\text{max}})
\]  
(9.199)

\[
D_{12} = O(\mu_{\text{max}})
\]  
(9.200)

\[
D_{21} = O(\mu_{\text{max}})
\]  
(9.201)

\[
D_{22} = O(\mu_{\text{max}})
\]  
(9.202)

\[
\rho(I_{2M} - D_{11}^T) = 1 - \sigma_{11} \mu_{\text{max}} = 1 - O(\mu_{\text{max}})
\]  
(9.203)

where \(\sigma_{11}\) is a positive scalar independent of \(\mu_{\text{max}}\).

Let

\[
\mathcal{V}_r \triangleq V_r \otimes I_{2M}, \quad \mathcal{J}_r \triangleq J_r \otimes I_{2M}
\]  
(9.204)

Then, using (9.192), we can write

\[
\mathcal{B} = (\mathcal{V}_r^{-1})^T \begin{bmatrix} I_{2M} - D_{11}^T & -D_{21}^T \\ -D_{12}^T & \mathcal{J}_r^T - D_{22}^T \end{bmatrix} \mathcal{V}_r^T
\]  
(9.205)

so that

\[
\mathcal{V}_r^T \mathcal{B} (\mathcal{V}_r^{-1})^T = \begin{bmatrix} I_{2M} - D_{11}^T & -D_{21}^T \\ -D_{12}^T & \mathcal{J}_r^T - D_{22}^T \end{bmatrix}
\]  
(9.206)

which shows that the matrix \(\mathcal{B}\) is similar to, and therefore has the same eigenvalues as, the block matrix on the right-hand side, written as

\[
\mathcal{B} \sim \begin{bmatrix} I_{2M} - O(\mu_{\text{max}}) & O(\mu_{\text{max}}) \\ O(\mu_{\text{max}}) & \mathcal{J}_r^T + O(\mu_{\text{max}}) \end{bmatrix}
\]  
(9.207)

Now recall that \(J_r\) is \((N-1) \times (N-1)\) and has a Jordan structure. For ease of presentation, and without any loss of generality, let us assume that \(J_r\) consists of two Jordan blocks, say, as

\[
J_r = \begin{bmatrix} \lambda_a & 0 \\ \epsilon & \lambda_a \end{bmatrix} \begin{bmatrix} \lambda_b & 0 \\ \epsilon & \lambda_b \end{bmatrix}
\]  
(9.208)
Then, the matrix $J_{\epsilon} = J_{\epsilon} \otimes I_{2M}$ has dimensions $2M(N-1) \times 2M(N-1)$ and is given by

$$J_{\epsilon} = J_{\epsilon} \otimes I_{2M} = 
\begin{bmatrix}
\lambda_a I_{2M} & \epsilon I_{2M} & \lambda_a I_{2M} \\
\epsilon I_{2M} & \lambda_b I_{2M} & \epsilon I_{2M} \\
\epsilon I_{2M} & \epsilon I_{2M} & \lambda_b I_{2M}
\end{bmatrix}$$

(9.209)

More generically, for multiple Jordan blocks, it is clear that we can express $J_{\epsilon}$ in the following lower-triangular form:

$$J_{\epsilon} = \begin{bmatrix}
\lambda_{a,2} I_{2M} & & \\
& \lambda_{a,3} I_{2M} & \\
& & \ddots \\
& & & \lambda_{a,L} I_{2M}
\end{bmatrix}
$$

(9.210)

with scalars $\{\lambda_{a,\ell}\}$ on the diagonal, all of which have norms strictly less than one, and where the entries of the strictly lower-triangular matrix $K$ are either $\epsilon$ or zero. In the above representation, we are assuming that $J_{\epsilon}$ consists of several Jordan blocks. It follows that

$$J_{\epsilon}^T + O(\mu_{\max}) = \begin{bmatrix}
\lambda_{a,2} I_{2M} + O(\mu_{\max}) & K^T + O(\mu_{\max}) \\
& \ddots & \\
& & \lambda_{a,L} I_{2M} + O(\mu_{\max})
\end{bmatrix}
$$

(9.211)

We introduce the eigen-decomposition of the Hermitian positive-definite matrix $D_{11}^T$ and denote it by:

$$D_{11}^T \triangleq U\Lambda U^*$$

(9.212)

where $U$ is unitary and $\Lambda$ has positive-diagonal entries $\{\lambda_k\}$; the matrices $U$ and $\Lambda$ are $2M \times 2M$. Using $U$, we further introduce the following block-diagonal similarity transformation:

$$\mathcal{T} \triangleq \text{diag} \left\{ \mu_{\max}^{1/N} I_{2M}, \mu_{\max}^{2/N} I_{2M}, \ldots, \mu_{\max}^{(N-1)/N} I_{2M}, \mu_{\max} I_{2M} \right\}$$

(9.213)

where all block entries are defined in terms of $I_{2M}$, except for the first entry defined in terms of $U$. We now use (9.205) to get

$$\mathcal{T}^{-1} \left( \mathbf{V}_e^T \mathbf{B} \left( \mathbf{V}_e^{-1} \right)^T \right) \mathcal{T} =$$

(9.214)
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\[
\begin{bmatrix}
 B & O \left( \frac{(N+1)}{\mu_{max}} \right) \\
 O\left( \frac{1}{\mu_{max}} \right) & \lambda_{a,2}I_{2M} + O(\mu_{max}) & \ldots \\
 O\left( \frac{1}{\mu_{max}} \right) & \ldots & \lambda_{a,L}I_{2M} + O(\mu_{max}) \\
\end{bmatrix}
\]

where we introduced the $2M \times 2M$ diagonal matrix

\[ B \triangleq I_{2M} - \Lambda \] (9.215)

It follows from (9.214) that all off-diagonal entries of the above transformed matrix are at least $O(\mu_{max})$. Although the factor $\frac{1}{\mu_{max}}$ decays slower than $\mu_{max}$, it nevertheless becomes small for sufficiently small $\mu_{max}$. Then, calling upon Gershgorin’s Theorem (F.37) from the appendix, we conclude from (9.214) that the eigenvalues of $B$ are are either located in the Gershgorin circles that are centered at the eigenvalues of $B$ with radii $O(\mu_{max})$ or in the Gershgorin circles that are centered at the $\{\lambda_{a,\ell}\}$ with radii $O(\mu_{max})$, namely,

\[
|\lambda(B) - \lambda(B)| \leq O \left( \frac{(N+1)}{\mu_{max}} \right) \quad \text{or} \quad |\lambda(B) - \lambda_{a,\ell}| \leq O \left( \frac{1}{\mu_{max}} \right) \quad (9.216)
\]

where $\lambda(B)$ and $\lambda(B)$ denote any of the eigenvalues of $B$ and $B$, and $\ell = 2, \ldots, L$. It follows that

\[
\rho(B) \leq \rho(B) + O \left( \frac{(N+1)}{\mu_{max}} \right) \quad \text{or} \quad \rho(B) \leq \rho(J_{\varepsilon}) + O(1) \] (9.217)

Now since $J_{\varepsilon}$ is a stable matrix, we know that $\rho(J_{\varepsilon}) < 1$. We express this spectral radius as

\[
\rho(J_{\varepsilon}) = 1 - \delta_J \quad (9.218)
\]

where $\delta_J$ is positive and independent of $\mu_{max}$. We also know from (9.203) that

\[
\rho(B) = 1 - \sigma_{11} \mu_{max} < 1 \quad (9.219)
\]

since $B = U^{*}(I_{2M} - D_{11}^{T})U$. We conclude from (9.217) that

\[
\rho(B) \leq 1 - \sigma_{11} \mu_{max} + O \left( \frac{(N+1)}{\mu_{max}} \right) \quad \text{or} \quad \rho(B) \leq 1 - \delta_J + O(1) \quad (9.220)
\]

If we now select $\mu_{max} \ll 1$ small enough such that

\[
O \left( \frac{(N+1)}{\mu_{max}} \right) < \sigma_{11} \mu_{max} \quad \text{and} \quad O \left( \frac{1}{\mu_{max}} \right) + O(\mu_{max}) < \delta_J \quad (9.221)
\]
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Figure 9.1: The larger circle on the left has radius \( \rho(J_e) + O(\mu_{max}^{1/N}) \) and is disjoint from the smaller circle on the right whose radius is \( O(\mu_{max}) \). The tiny discs inside the smaller circle on the right are disjoint and have radii \( O(\mu_{max}^{N+1/N}) \) each. The eigenvalue corresponding to the spectral radius of \( B \) lies inside the rightmost smaller disc centered around \( \rho(B) \).

then we would be able to conclude that \( \rho(B) < 1 \) so that \( B \) is stable for sufficiently small step-sizes. Both conditions in (9.221) can be satisfied simultaneously and they will ensure

\[
\rho(B) = 1 - O(\mu_{max}) \quad (9.222)
\]

With regards to expression (9.173) for the spectral radius of \( B \), we call upon the stronger statement of Gershgorin’s theorem mentioned after (F.37) in the appendix and which relates to how the eigenvalues of a matrix are distributed over disjoint Gershgorin sets. To begin with, note from (9.203) that for \( \mu_{max} \ll 1 \), all eigenvalues of \( B = I_{2M} - \Lambda \) are real-valued and positive. We then conclude from (9.222) that all eigenvalues of \( B \) lie inside the open interval

\[
\lambda(B) \in (1 - O(\mu_{max}), 1) \quad (9.223)
\]

It further follows from this result that the eigenvalues of \( B \) are at most \( O(\mu_{max}) \) apart from each other.

Now, referring to (9.216), the condition on the left describes a region in space that consists of the union of 2M Gershgorin discs: each disc is centered at one of the eigenvalues of \( B \) with radius \( O(\mu_{max}^{(N+1)/N}) \). We can then choose
\( \mu_{\text{max}} \) small enough such that the discs that are centered at distinct eigenvalues of \( B \) remain disjoint from each other. The union of these discs will be contained within the circle that is centered at one and with radius \( O(\mu_{\text{max}}) \) — see the region described by the smaller circle on the right in Figure 9.1.

Let us now examine the rightmost condition in (9.216). This condition describes a region in space that consists of the union of \( 2M(N-1) \) Gershgorin discs: each disc is now centered at an eigenvalue of \( J_{\epsilon} \) with radius \( O(\mu_{\text{max}}^{1/N}) \).

Therefore, again for \( \mu_{\text{max}} \ll 1 \), the union of these discs is contained within a circle centered at the origin and with radius \( \rho(J_{\epsilon}) + O(\mu_{\text{max}}) \); this radius is smaller than \( 1 - O(\mu_{\text{max}}) \) by virtue of the second condition in (9.221) — see the region described by the larger circle on the left in Figure 9.1. It follows that the two circular regions that we identified are disjoint from each other: one region is determined by the circle on the left that is centered at the origin with radius smaller than \( 1 - O(\mu_{\text{max}}) \), while the other region is determined by the circle on the right that is centered at one and has radius \( O(\mu_{\text{max}}) \).

The \( 2M \) discs that appear within this smaller circle are disjoint from the discs that appear inside the larger circle on the left. We conclude that \( 2M \) of the eigenvalues of \( B \) are located inside the discs in the rightmost circle. The eigenvalue that attains the spectral radius of \( B \) occurs inside this region so that

\[
\rho(B) = \rho(B) + O\left(\mu_{\text{max}}^{(N+1)/N}\right) \tag{9.224}
\]

Since it is assumed that \( \mu_{\text{max}} \ll 1 \), and by referring back to expression (9.195) for \( D_{11} \), we have

\[
\rho(B) = \rho(I_{2M} - D_{11}^T) = 1 - \lambda_{\min}\left(\sum_{k=1}^{N} q_k H_k\right) \tag{9.225}
\]

Combining this relation with (9.224), we arrive at (9.173).

**Size of Entries of \( B \)**

We can further exploit the structure revealed by expression (9.205) for \( B \) to examine the size of the entries of \( (I - B)^{-1} \). In our derivations, the matrix \( B \) also appears transformed under the similarity transformation:

\[
\bar{B} \triangleq \mathcal{V}_{\epsilon}^TB\left(\nu_{\epsilon}^{-1}\right)^T \quad \text{(9.206)}
\]

where, according to (9.204),

\[
\mathcal{V}_{\epsilon} \triangleq V_{\epsilon} \otimes I_{hM} \tag{9.227}
\]
9.3. Stability of First-Order Error Moment

We therefore examine both matrices. The following result clarifies the size of the entries of \((I - B)^{-1}\) and \((I - \bar{B})^{-1}\).

**Lemma 9.4 (Similarity transformation).** Assume the matrix \(P\) is primitive. It holds that for sufficiently small step-sizes:

\[
(I - B)^{-1} = O(1/\mu_{\text{max}}) \quad (9.228)
\]

\[
(I - \bar{B})^{-1} = \begin{bmatrix}
O(1/\mu_{\text{max}}) & O(1) \\
O(1) & O(1)
\end{bmatrix} \quad (9.229)
\]

where the leading \((1,1)\) block in \((I - \bar{B})^{-1}\) has dimensions \(hM \times hM\).

**Proof.** We carry out the derivation for the complex case \(h = 2\) without loss of generality following arguments similar to [69, 278]. We first remark that, by similarity, the matrix \(\bar{B}\) is stable by Theorem 9.3. Let

\[
X = I - \bar{B} = \begin{bmatrix} D_{11}^T & D_{12}^T \\ D_{12} & I - J_{1}^T + D_{22}^T \end{bmatrix}
\]

\[
\Delta = \begin{bmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{bmatrix} \quad (9.230)
\]

where, from (9.199)–(9.202),

\[
X_{11} = O(\mu_{\text{max}}) \quad (9.231)
\]

\[
X_{12} = O(\mu_{\text{max}}) \quad (9.232)
\]

\[
X_{21} = O(\mu_{\text{max}}) \quad (9.233)
\]

\[
X_{22} = O(1) \quad (9.234)
\]

The matrix \(X\) is invertible since \(I - \bar{B}\) is invertible. Moreover, \(X_{11}\) is invertible since \(D_{11} > 0\). We now appeal to the useful block matrix inversion formula [113, 206]:

\[
\begin{bmatrix} A & B \\ C & D \end{bmatrix}^{-1} = \begin{bmatrix} A^{-1} & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} A^{-1}B\Delta^{-1}CA^{-1} & -A^{-1}B\Delta^{-1} \\ -\Delta^{-1}CA^{-1} & \Delta^{-1} \end{bmatrix} \quad (9.235)
\]

for matrices \(\{A, B, C, D\}\) of compatible dimensions with invertible \(A\) and invertible Schur complement \(\Delta\) defined by

\[
\Delta = D - CA^{-1}B \quad (9.236)
\]

Using this formula we can write

\[
X^{-1} = \begin{bmatrix}
X_{11}^{-1} + X_{12}^{-1}X_{22}^{-1}X_{11}^{-1} & -X_{12}^{-1}X_{11}^{-1}X_{21}^{-1} \\
-X_{21}^{-1}X_{11}^{-1} & \Delta^{-1}X_{11}^{-1}X_{12}^{-1}X_{11}^{-1}
\end{bmatrix} \quad (9.237)
\]
where $\Delta$ denotes the Schur complement of $X$ relative to $X_{11}$:

$$
\Delta \triangleq X_{22} - X_{21}X_{11}^{-1}X_{12} = O(1) 
$$

(9.238)

We then use (9.231)–(9.234) and (9.238) to deduce that

$$
X^{-1} = \begin{bmatrix}
O(1/\mu_{\text{max}}) & O(1) \\
O(1) & O(1)
\end{bmatrix}
$$

(9.239)

as claimed.

Low-Rank Approximation
We can establish similar results for the matrix

$$
\mathcal{F} \triangleq B^T \otimes_b B^* 
$$

(9.240)

which is defined in terms of the block Kronecker product operation using blocks of size $hM \times hM$, where $h = 1$ for real data and $h = 2$ for complex data. The matrix $\mathcal{F}$ will play a critical role in characterizing the performance and convergence rate of distributed algorithms, as will be revealed by future Theorem 11.2. In our derivations, the matrix $\mathcal{F}$ will also sometimes appear transformed under the similarity transformation:

$$
\bar{\mathcal{F}} \triangleq (\mathcal{V}_c \otimes_b \mathcal{V}_c)^{-1} \mathcal{F} (\mathcal{V}_c \otimes_b \mathcal{V}_c) 
$$

(9.241)

**Lemma 9.5 (Low-rank approximation).** Assume the matrix $P$ is primitive. For sufficiently small step-sizes, it holds that

$$
(I - \mathcal{F})^{-1} = O(1/\mu_{\text{max}}) 
$$

(9.242)

$$
(I - \bar{\mathcal{F}})^{-1} = \begin{bmatrix}
O(1/\mu_{\text{max}}) & O(1) \\
O(1) & O(1)
\end{bmatrix}
$$

(9.243)

where the leading $(hM)^2 \times (hM)^2$ block in $(I - \bar{\mathcal{F}})^{-1}$ is $O(1/\mu_{\text{max}})$. Moreover, we can also write

$$
(I - \mathcal{F})^{-1} = [(p \otimes p)(I \otimes I)^T] \otimes Z^{-1} + O(1) 
$$

(9.244)

in terms of the regular Kronecker product operation, where the matrix $Z$ has dimensions $(hM)^2 \times (hM)^2$ and consists of blocks of size $hM \times hM$ each:
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\[ Z \triangleq \sum_{k=1}^{N} q_k \left[ (I_{hM} \otimes H_k) + (H_k^T \otimes I_{hM}) \right] \quad (9.245) \]

where the vectors \( \{p, q\} \) were defined earlier by (9.7)–(9.9). In addition, \( Z = O(\mu_{\max}) \).

**Proof.** We again carry out the derivation for the complex case \( h = 2 \) without loss of generality by extending an argument from [278] to the current context. We recall from (9.170) the expression for \( B \):

\[ B = P^T - A_1^T M R A_1^T = A_2^T (A_1^T - MH) A_1^T \quad (9.246) \]

where \( P = P \otimes I_{2M} \) and \( P = A_1 A_o A_2 \). Since the matrices \( \{A_o, A_1, A_2, M\} \) are real-valued, and \( H \) is Hermitian, we have

\[ B^T = A_1 (A_o - H^T M) A_2 \]
\[ B^* = A_1 (A_o - H M) A_2 \quad (9.247) \]
\[ B^T = (V_e \otimes I_{2M}) \left[ I_{2M} - E_{11} \quad -E_{12} \right] \]
\[ \quad \left[ -E_{21} \quad (J_e \otimes I_{2M}) - E_{22} \right] (V_e^{-1} \otimes I_{2M}) \quad (9.249) \]

where the block matrices \( \{E_{mn}\} \) are given by

\[ E_{11} = \sum_{k=1}^{N} q_k H_k = O(\mu_{\max}) \]
\[ E_{12} = (1^T \otimes I_{2M}) H M (A_2 V_R \otimes I_{2M}) = O(\mu_{\max}) \]
\[ E_{21} = (V_L^T A_1 \otimes I_{2M}) H (q \otimes I_{2M}) = O(\mu_{\max}) \]
\[ E_{22} = (V_L^T A_1 \otimes I_{2M}) H M (A_2 V_R \otimes I_{2M}) = O(\mu_{\max}) \]

and their entries are in the order of \( \mu_{\max} \); this fact can be verified in the same manner that we assessed the size of the block matrices \( \{D_{11,i-1}, D_{12,i-1}, D_{21,i-1}, D_{22,i-1}\} \) in the proof of the earlier Theorem 9.1. Moreover, the dimensions of \( E_{11} \) are \( 2M \times 2M \).

In a similar manner, we find that

\[ B^T = (V_e \otimes I_{2M}) \left[ I_{2M} - D_{11} \quad -D_{12} \right] \]
\[ \quad \left[ -D_{21} \quad (J_e \otimes I_{2M}) - D_{22} \right] (V_e^{-1} \otimes I_{2M}) \quad (9.254) \]
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where the block matrices \( \{ D_{mn} \} \) are given by

\[
D_{11} = \sum_{k=1}^{N} q_k H_k^T = O(\mu_{\text{max}}) \tag{9.255}
\]

\[
D_{12} = (1^T \otimes I_{2M}) H_{\cdot}^T M (A_2 V_R \otimes I_{2M}) = O(\mu_{\text{max}}) \tag{9.256}
\]

\[
D_{21} = (V_L^T A_1 \otimes I_{2M}) H_{\cdot}^T (q \otimes I_{2M}) = O(\mu_{\text{max}}) \tag{9.257}
\]

\[
D_{22} = (V_L^T A_1 \otimes I_{2M}) H_{\cdot}^T M (A_2 V_R \otimes I_{2M}) = O(\mu_{\text{max}}) \tag{9.258}
\]

and \( D_{11} \) has dimensions \( 2M \times 2M \). Substituting expressions (9.249) and (9.254) into (9.240), and using the second property for block Kronecker products from Table F.2 in the appendix, we obtain

\[
F = (V_{\epsilon} \otimes_b V_{\epsilon}) X (V_{\epsilon} \otimes_b V_{\epsilon})^{-1} \tag{9.259}
\]

where the block Kronecker product operation is relative to blocks of size \( 2M \times 2M \), and where we introduced

\[
X \triangleq \begin{bmatrix} I_{2M} - D_{11} & -D_{12} \\ -D_{21} & (J_{\epsilon} \otimes I_{2M}) - D_{22} \end{bmatrix} \otimes_b \begin{bmatrix} I_{2M} - E_{11} & -E_{12} \\ -E_{21} & (J_{\epsilon} \otimes I_{2M}) - E_{22} \end{bmatrix} \tag{9.260}
\]

We conclude that

\[
(I - F)^{-1} = (V_{\epsilon} \otimes_b V_{\epsilon}) (I - X)^{-1} (V_{\epsilon} \otimes_b V_{\epsilon})^{-1} \tag{9.261}
\]

We partition \( X \) into the following block structure:

\[
X = \begin{bmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{bmatrix} \tag{9.262}
\]

where, for example, \( X_{11} \) is \( (2M)^2 \times (2M)^2 \) and is given by

\[
X_{11} = (I_{2M} - D_{11}) \otimes (I_{2M} - E_{11}) \tag{9.263}
\]

It follows that

\[
I - X = \begin{bmatrix} I_{(2M)^2} - X_{11} & -X_{12} \\ -X_{21} & I - X_{22} \end{bmatrix} \tag{9.264}
\]

and, in a manner similar to the way we assessed the size of the block matrices \( \{ D_{11,i-1}, D_{12,i-1}, D_{21,i-1}, D_{22,i-1} \} \) in the proof of Theorem 9.1, we can likewise verify that

\[
I_{(2M)^2} - X_{11} = O(\mu_{\text{max}}) \tag{9.265}
\]

\[
X_{12} = O(\mu_{\text{max}}) \tag{9.266}
\]

\[
X_{21} = O(\mu_{\text{max}}) \tag{9.267}
\]

\[
I - X_{22} = O(1) \tag{9.268}
\]
In particular, note that
\[
I_{(2M)^2} - X_{11} = I_{(2M)^2} - (I_{2M} - D_{11}) \otimes (I_{2M} - E_{11})
\]
\[
= (I_{2M} \otimes E_{11}) + (D_{11} \otimes I_{2M}) - (D_{11} \otimes E_{11})
\]
\[
= O(\mu_{\text{max}})
\]  
(9.269)

and
\[
I - X_{22} = I - ((J_e \otimes I_{2M}) - D_{22}) \otimes_b ((J_e \otimes I_{2M}) - E_{22})
\]
\[
= I - (J_e \otimes I_{2M}) \otimes_b (J_e \otimes I_{2M}) + O(\mu_{\text{max}})
\]
\[
= O(1)
\]  
(9.270)

To proceed, we call again upon the useful block matrix inversion formula (9.235). The matrix \(I - X\) is invertible since \(I - F\) is invertible; this is because \(\rho(F) = [\rho(B)]^2 < 1\). Therefore, applying (9.235) to \(I - X\) we get
\[
(I - X)^{-1} = \begin{bmatrix}
(I_{(2M)^2} - X_{11})^{-1} & 0 \\
0 & 0
\end{bmatrix} + O(1)
\]  
(9.271)

It is seen from (9.269) that the entries of \((I - X_{11})^{-1}\) are \(O(1/\mu_{\text{max}})\), while the entries in the second matrix on the right-hand side of equality (9.271) are \(O(1)\) when the step-sizes are small. That is, we can write
\[
(I - X)^{-1} = \begin{bmatrix}
O(1/\mu_{\text{max}}) & O(1) \\
O(1) & O(1)
\end{bmatrix}
\]  
(9.272)

where the leading \((2M)^2 \times (2M)^2\) block is \(O(1/\mu_{\text{max}})\). Moreover, since \(O(1/\mu_{\text{max}})\) dominates \(O(1)\) for sufficiently small \(\mu_{\text{max}}\), we can also write
\[
(I - X)^{-1} = \begin{bmatrix}
(I_{(2M)^2} - X_{11})^{-1} & 0 \\
0 & 0
\end{bmatrix} + O(1)
\]  
(9.273)

\[
= \begin{bmatrix}
(I_{2M} \otimes E_{11}) + (D_{11} \otimes I_{2M}) & 0 \\
0 & 0
\end{bmatrix}^{-1} + O(1)
\]
\[
= \begin{bmatrix}
I_{(2M)^2} & 0 \\
0 & I_{(2M)^2}
\end{bmatrix} Z^{-1} \begin{bmatrix}
I_{(2M)^2} & 0 \\
0 & I_{(2M)^2}
\end{bmatrix} + O(1)
\]
\[
= \begin{bmatrix}
I_{(2M)^2} & 0 \\
0 & I_{(2M)^2}
\end{bmatrix} Z^{-1} \begin{bmatrix}
(2M)^2 & 0 \\
0 & (2M)^2
\end{bmatrix} + O(1)
\]  
(9.274)

where we used the fact from (9.245) that, for \(h = 2\),
\[
Z = \begin{bmatrix}
I_{2M} \otimes E_{11} + (D_{11} \otimes I_{2M})
\end{bmatrix}
\]  
(9.274)
Substituting (9.273) into (9.261) and using expressions (9.250) and (9.255) for $D_{11}$ and $E_{11}$ we arrive at the following low-rank approximation:

\[
(I - F)^{-1} = \left( p \otimes I_{2M} \right) \otimes \left( p \otimes I_{2M} \right) Z^{-1} \left( \left( I^T \otimes I_{2M} \right) \otimes \left( I^T \otimes I_{2M} \right) + O(1) \right)
\]

where step (a) uses the third property from Table F.2 in the appendix. Observe that the matrix \( (p \otimes p) \otimes (I \otimes I)^T \) has rank one and, therefore, the above representation for \( (I - F)^{-1} \) amounts to a low-rank approximation. Moreover, since \( Z = O(\mu_{\text{max}}) \), we conclude from (9.275) that (9.243) holds. We also conclude that (9.242) holds since

\[
(I - \bar{F})^{-1} = (V_c \otimes_b V_c)^{-1} (I - \mathcal{F})^{-1} (V_c \otimes_b V_c) = (I - \mathcal{X})^{-1}
\]

\[\text{(9.276)}\]

**Mean-Error Stability**

We now return to examine the mean-error stability of recursion (9.171). For this purpose, we need to introduce a smoothness condition on the Hessian matrices of the individual costs. This condition was not needed while establishing the stability of the second and fourth-order moments, $E\|\tilde{w}_{k,i}\|^2$ and $E\|\tilde{w}_{k,i}\|^4$, in the earlier sections. This same smoothness condition will be adopted in the next two chapters when we study the long-term behavior of the network and its performance.

**Theorem 9.6 (Network mean-error stability).** Consider a network of $N$ interacting agents running the distributed strategy (8.46) with a primitive matrix $P = A_1 A_o A_2$. Assume the aggregate cost (9.10) and the individual costs, $J_k(w)$, satisfy the conditions in Assumption 6.1. Assume additionally that each $J_k(w)$ satisfies a smoothness condition relative to the limit point $w^*$, defined by (8.55), of the following form:

\[
\| \nabla^2_{w^*} J_k(w^* + \Delta w) - \nabla^2_{w^*} J_k(w^*) \| \leq \kappa_d \| \Delta w \|
\]

\[\text{(9.277)}\]

for small perturbations $\| \Delta w \| \leq \epsilon$ and for some $\kappa_d \geq 0$. Assume further that the first and second-order moments of the gradient noise process satisfy the
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conditions of Assumption 8.1. Then, the first-order moment of the network errors satisfy

$$\limsup_{i \to \infty} \| \mathbf{E} \tilde{w}_{k,i} \| = O(\mu_{\text{max}}), \quad k = 1, 2, \ldots, N \quad (9.278)$$

**Proof.** We multiply both sides of the error recursion (9.171) from the left by $\mathbf{Y}^T$ and use (9.57) and (9.206) to get

$$\begin{bmatrix} \mathbf{E} \tilde{w}^c_i \\ \mathbf{E} \tilde{w}^e_i \end{bmatrix} = \begin{bmatrix} I_{2M} - D_{11}^T \\ -D_{12}^T \\ J_i^T - D_{22}^T \end{bmatrix} \begin{bmatrix} \mathbf{E} \tilde{w}^c_{i-1} \\ \mathbf{E} \tilde{w}^e_{i-1} \end{bmatrix} - \begin{bmatrix} 0 \\ b_i^e \end{bmatrix} + \mathbf{Y}^T \mathbf{A}^T_{2} \mathbf{M} \mathbf{c}_{i-1}$$

(9.279)

where the matrix $\bar{B}$ from (9.226) is stable. We already know from (9.59) that $\| \tilde{b}^e \| = O(\mu_{\text{max}})$. We now verify that the limit superior of $\| V^T \mathbf{A}^T_2 \mathbf{M} \mathbf{c}_{i-1} \|$ is $O(\mu_{\text{max}}^2)$.

Indeed, in view of result (E.61) from the appendix, we know that condition (9.277) also holds globally for any $\Delta w$ with $\kappa_d$ replaced by some constant $\kappa_d'$. Then, for each agent $k$:

$$\| \bar{H}_{k,i-1} \| \overset{\Delta}{=} \| H - H_{k,i-1} \| \leq \int_0^1 \left\| \nabla^2 w J_k(w^*) - \nabla^2 w J_k(w^* - t \bar{\phi}_{k,i-1}) \right\| dt \leq \frac{1}{2} \kappa_d' \| \bar{\phi}_{k,i-1} \| \overset{(F.26)}{\leq} \frac{1}{2} \kappa_d' \sum_{\ell \in N_k} \alpha_{1,\ell k} \| \bar{w}_{\ell,i-1} \| \leq \frac{1}{2} \kappa_d' \sum_{\ell \in N_k} \| \bar{w}_{\ell,i-1} \| \leq \frac{1}{2} \kappa_d' N \| \bar{w}_{i-1} \|| \bar{H}_{i-1} \| = \max_{1 \leq k \leq N} \| \bar{H}_{k,i-1} \| \leq \frac{1}{2} \kappa_d' N \| \bar{w}_{i-1} \| \quad (9.281)$$

so that
and, consequently,

\[
\|V_{\epsilon}^T A_{12}^T M c_{i-1}\| \overset{(9.172)}{\leq} \|V_{\epsilon}\| \|A_2\| \|M\| \|E\| \tilde{\mathcal{H}}_{i-1} A_1^T \tilde{w}_{i-1}^e
\]

\[
\overset{(9.173)}{\leq} \|V_{\epsilon}\| \|A_2\| \|M\| \|A_1\| \|E\| \sum_{i-1} \|\tilde{w}_{i-1}^e\| \]

\[
\overset{(9.173)}{\leq} \frac{1}{2} \kappa_0^2 N \|V_{\epsilon}\| \|A_2\| \|M\| \|A_1\| \|E\| \|\tilde{w}_{i-1}^e\|^2
\]

\[
\overset{(9.173)}{\leq} r \mu_{\max} \|\tilde{w}_{i-1}^e\|^2
\]

(9.282)

for some constant \(r\) that is independent of \(\mu_{\max}\). It then follows from (9.11) that

\[
\limsup_{i \to \infty} \|V_{\epsilon}^T A_{12}^T M c_{i-1}\| = O(\mu_{\max}^2)
\]

(9.283)

as claimed, where one \(\mu_{\max}\) arises from \(M\) and the other \(\mu_{\max}\) arises from (9.11).

Returning to (9.279), we partition the vectors \(z_i\) and \(V_{\epsilon}^T A_{12}^T M c_{i-1}\) into

\[
z_i \overset{\Delta}{=} \begin{bmatrix} \tilde{z}_i \\ \tilde{\tilde{z}}_i \end{bmatrix}, \quad V_{\epsilon}^T A_{12}^T M c_{i-1} \overset{\Delta}{=} \begin{bmatrix} \tilde{c}_{i-1} \\ \tilde{\tilde{c}}_{i-1} \end{bmatrix}
\]

(9.284)

with the leading vectors, \(\{\tilde{z}_i, \tilde{c}_{i-1}\}\), having dimensions \(hM \times 1\) each. It follows that

\[
\begin{bmatrix} \tilde{\tilde{z}}_i \\ \tilde{\tilde{z}}_i \end{bmatrix} = \begin{bmatrix} I_{2M} - D_{11}^T \\ -D_{12}^T \end{bmatrix} \begin{bmatrix} \tilde{z}_{i-1} \\ \tilde{\tilde{z}}_{i-1} \end{bmatrix} + \begin{bmatrix} \tilde{c}_{i-1} \\ \tilde{\tilde{c}}_{i-1} \end{bmatrix} + \begin{bmatrix} 0 \\ O(\mu_{\max}) \end{bmatrix}
\]

(9.285)

This recursion has a form similar to the earlier recursion we encountered in (9.60) while studying the mean-square stability of the original error dynamics (10.2), with two differences. First, the matrices \(\{D_{11}, D_{12}, D_{21}, D_{22}\}\) in (9.285) are constant matrices; nevertheless, they satisfy the same bounds as the matrices \(\{D_{11,i-1}, D_{12,i-1}, D_{21,i-1}, D_{22,i-1}\}\) in (9.60). In particular, it continues to hold that

\[
\|I_{2M} - D_{11}^T\| \overset{(9.47)}{\leq} 1 - \sigma_{11} \mu_{\max}
\]

(9.286)

\[
\|D_{12}\| \overset{(9.51)}{\leq} \sigma_{12} \mu_{\max}
\]

(9.287)

\[
\|D_{21}\| \overset{(9.50)}{\leq} \sigma_{21} \mu_{\max}
\]

(9.288)

\[
\|D_{22}\| \overset{(9.51)}{\leq} \sigma_{22} \mu_{\max}
\]

(9.289)

for some positive constants \(\{\sigma_{11}, \sigma_{12}, \sigma_{21}, \sigma_{22}\}\) that are independent of \(\mu_{\max}\).

Second, the gradient noise terms that appeared in (9.60) are now replaced by
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the deterministic sequences \( \{\bar{e}_{i-1}, \bar{c}_{i-1}\} \). However, from (9.282) and using the fact that \((E \mathbf{a})^2 \leq E \mathbf{a}^2\) for any real random variable \( \mathbf{a} \), we have that

\[
\|V^T \mathbf{A}_2^T \mathbf{M} \mathbf{c}_{i-1}\|^2 \leq r^2 \mu_{\text{max}}^2 E \|\bar{w}^e_{i-1}\|^4
\]

and, hence,

\[
\|\bar{c}_{i-1}\|^2 \leq r^2 \mu_{\text{max}}^2 E \|\bar{w}^e_{i-1}\|^4, \quad \|\bar{c}_{i-1}\|^2 \leq r^2 \mu_{\text{max}}^2 E \|\bar{w}^e_{i-1}\|^4
\]

Now, if we repeat the argument that led to (9.106), with proper adjustments, we can show that relations similar to (9.69) and (9.81) continue to hold for \( \{\|\bar{z}_i\|, \|\bar{z}_i\|^2\} \). The argument is as follows.

We first appeal to Jensen’s inequality (F.26) from the appendix and apply it to the function \( f(x) = \|x\|^2 \) to obtain the bound:

\[
\|\bar{z}_i\|^2 = \left\| (1 - t) \frac{1}{1 - t} (J_{2M} - D_{11}^T) \bar{z}_{i-1} + t \frac{1}{t} (D_{21}^T \bar{z}_{i-1} + \bar{c}_{i-1}) \right\|^2
\]

\[
\leq \frac{1}{1 - t} (1 - \sigma_{11} \mu_{\text{max}})^2 \|\bar{z}_{i-1}\|^2 + \frac{2}{t} \left( \sigma_{21}^2 \mu_{\text{max}}^2 \|\bar{z}_{i-1}\|^2 + \|\bar{c}_{i-1}\|^2 \right)
\]

\[
\leq (1 - \sigma_{11} \mu_{\text{max}}) \|\bar{z}_{i-1}\|^2 + \frac{2 \sigma_{21}^2 \mu_{\text{max}}}{\sigma_{11}} \|\bar{z}_{i-1}\|^2 + \frac{2 \sigma_{21}^2 \mu_{\text{max}} E \|\bar{w}^e_{i-1}\|^4}{\sigma_{11}}
\]

(9.292)

for any arbitrary positive number \( t \in (0, 1) \). We selected \( t = \sigma_{11} \mu_{\text{max}} \) in the above derivation. We repeat a similar argument for \( \|\bar{z}_i\|^2 \). Thus, using Jensen’s inequality again we have

\[
\|\bar{z}_i\|^2 = \left\| \frac{1}{t} J_{21}^T \bar{z}_{i-1} - (1 - t) \frac{1}{1 - t} \left[ -D_{22}^T \bar{z}_{i-1} - D_{12}^T \bar{z}_{i-1} + \bar{c}_{i-1} + O(\mu_{\text{max}}) \right] \right\|^2
\]

\[
\leq \frac{1}{t} \left( \rho(J_\epsilon) + \epsilon \right)^2 \|\bar{z}_{i-1}\|^2 + \frac{4}{1 - t} \left[ \sigma_{22}^2 \mu_{\text{max}}^2 \|\bar{z}_{i-1}\|^2 + \sigma_{12}^2 \mu_{\text{max}} \|\bar{z}_{i-1}\|^2 + \|\bar{c}_{i-1}\|^2 + O(\mu_{\text{max}}^2) \right]
\]

(9.293)

for any arbitrary positive number \( t \in (0, 1) \). Since we know that \( \rho(J_\epsilon) \in (0, 1) \), then we can select \( \epsilon \) small enough to ensure \( t = \rho(J_\epsilon) + \epsilon \in (0, 1) \) and rewrite (9.293) as
\[ \| \bar{z}_i \|^2 \leq \left( \rho(J_e) + \epsilon + \frac{4\sigma_{12}^2 \mu_{\max}^2}{1 - \rho(J_e) - \epsilon} \right) \| \bar{z}_{i-1} \|^2 + \left( \frac{4\sigma_{12}^2 \mu_{\max}^2}{1 - \rho(J_e) - \epsilon} \right) \| \bar{z}_{i-1} \|^2 + \left( \frac{4\sigma_{12}^2 \mu_{\max}^2}{1 - \rho(J_e) - \epsilon} \right) \mathbb{E} \left\| \tilde{w}^e_{i-1} \right\|^4 + O(\mu_{\max}^2) \] (9.294)

If we now introduce the scalar coefficients

\[
\begin{align*}
a &= 1 - \sigma_{11}\mu_{\max} = 1 - O(\mu_{\max}) \\
b &= \frac{2\sigma_{11}^2 \mu_{\max}}{\sigma_{11}} = O(\mu_{\max}) \\
c &= \frac{4\sigma_{12}^2 \mu_{\max}^2}{1 - \rho(J_e) - \epsilon} = O(\mu_{\max}^2) \\
d &= \rho(J_e) + \epsilon + \frac{4\sigma_{12}^2 \mu_{\max}^2}{1 - \rho(J_e) - \epsilon} = \rho(J_e) + \epsilon + O(\mu_{\max}^2) \\
e &= \frac{2\sigma_{2}^2 \mu_{\max}}{\sigma_{11}} = O(\mu_{\max}) \\
f &= \frac{4\sigma_{2}^2 \mu_{\max}^2}{1 - \rho(J_e) - \epsilon} = O(\mu_{\max}^2)
\end{align*}
\] (9.295-9.300)

we can combine (9.292) and (9.294) into a single compact inequality recursion as follows:

\[
\begin{bmatrix}
\| \bar{z}_i \|^2 \\
\| \tilde{z}_i \|^2
\end{bmatrix} \preceq \begin{bmatrix} a & b \\ c & d \end{bmatrix} \begin{bmatrix}
\| \bar{z}_{i-1} \|^2 \\
\| \tilde{z}_{i-1} \|^2
\end{bmatrix} + \begin{bmatrix} e \\ f \end{bmatrix} \mathbb{E} \left\| \tilde{w}^e_{i-1} \right\|^4 + \begin{bmatrix} 0 \\ O(\mu_{\max}^2) \end{bmatrix}
\] (9.301)

in terms of the $2 \times 2$ coefficient matrix $\Gamma$ indicated above. We know from the argument (9.102) that $\Gamma$ is stable for sufficiently small step-sizes. If we now recall the result

\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}^e_i \|^4 \overset{(9.107)}{=} O(\mu_{\max}^2)
\] (9.302)

and use (9.103) we conclude that, as $i \to \infty$,

\[
\limsup_{i \to \infty} \| \bar{z}_i \|^2 = O(\mu_{\max}^2), \quad \limsup_{i \to \infty} \mathbb{E} \| \tilde{z}_i \|^2 = O(\mu_{\max}^2) \] (9.303)

and, hence,

\[
\limsup_{i \to \infty} \| z_i \|^2 = O(\mu_{\max}^2) \] (9.304)
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It follows that
\[
\limsup_{i \to \infty} \| z_i \| = O(\mu_{\text{max}}) \tag{9.305}
\]
Consequently,
\[
\limsup_{i \to \infty} \left\| \begin{bmatrix} E \tilde{w}_k^e \\ E \tilde{w}_i^e \end{bmatrix} \right\| = O(\mu_{\text{max}}) \tag{9.306}
\]
and, hence,
\[
\limsup_{i \to \infty} \| E \tilde{w}_{k,i} \| \leq \limsup_{i \to \infty} \| E \tilde{w}_i^e \|
\]
\[
= \limsup_{i \to \infty} \left\| (V_e^{-1})^T \begin{bmatrix} E \tilde{w}_i^e \\ E \tilde{w}_i^e \end{bmatrix} \right\|
\]
\[
\leq \left\| (V_e^{-1})^T \right\| \left( \limsup_{i \to \infty} \left\| \begin{bmatrix} E \tilde{w}_i^e \\ E \tilde{w}_i^e \end{bmatrix} \right\| \right)
\]
\[
= O(\mu_{\text{max}}) \tag{9.307}
\]
as claimed.
Long-Term Network Dynamics

We move on to motivate a long-term model for the evolution of the network error dynamics, $\bar{w}_i^t$, after sufficient iterations have passed, i.e., for $i \gg 1$. We examine the stability property of the model, the proximity of its trajectory from that of the original network dynamics, and subsequently employ the model to assess network MSD and ER performance metrics. To do so, we will need to recall the same smoothness condition used in establishing the mean-stability result of Theorem 9.6.

**Assumption 10.1.** (Smoothness condition on individual cost functions). It is assumed that each $J_k(w)$ satisfies a smoothness condition close to the limit point $w^*$, defined by (8.55), in that the corresponding Hessian matrix is Lipschitz continuous in the proximity of $w^*$ with some parameter $\kappa_d \geq 0$, i.e.,

$$\| \nabla_w^2 J_k(w^* + \Delta w) - \nabla_w^2 J_k(w^*) \| \leq \kappa_d \| \Delta w \| \quad (10.1)$$

for small perturbations $\| \Delta w \| \leq \epsilon$. 
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10.1 Long-Term Error Model

We reconsider the network error recursion (9.12), namely,

$$\tilde{w}_i^e = B_{i-1}\tilde{w}_{i-1}^e + A_2^T M s_i^e(w_{i-1}^e) - A_2^T M b_i^e, \quad i \geq 0$$  (10.2)

where, from the expressions in Lemma 8.1,

$$B_{i-1} = \mathcal{P}^T - A_2^T M \mathcal{H}_{i-1} A_1^T$$  (10.3)
$$\mathcal{P}^T = A_2^T A_0^T A_1^T$$  (10.4)
$$\mathcal{H}_{i-1} \triangleq \text{diag}\{ H_{1,i-1}, H_{2,i-1}, \ldots, H_{N,i-1} \}$$  (10.5)

Then, using (9.166) in the expression for $B_{i-1}$, we can write

$$B_{i-1} = B + A_2^T M \tilde{\mathcal{H}}_{i-1} A_1^T$$  (10.10)

in terms of the constant coefficient matrix

$$B \triangleq \mathcal{P}^T - A_2^T M \mathcal{H} A_1^T$$  (10.11)

We established in Theorem 9.3 that, for sufficiently small step-sizes, the matrix $B$ is stable and its spectral radius is given by

$$\rho(B) = 1 - \lambda_{\min} \left( \sum_{k=1}^{N} q_k H_k \right) + O \left( \mu_{\max}^{(N+1)/N} \right)$$  (10.12)

where $\lambda_{\min}(\cdot)$ denotes the smallest eigenvalue of its Hermitian matrix argument. Now, using (10.10), we can rewrite error recursion (10.2) as

$$\tilde{w}_i^e = B \tilde{w}_{i-1}^e + A_2^T M s_i^e(w_{i-1}^e) - A_2^T M b_i^e + A_2^T M c_{i-1}$$  (10.13)
in terms of the random perturbation sequence:

\[ c_{i-1} \overset{\Delta}{=} \tilde{\mathcal{H}}_{i-1} A_1^T \tilde{w}_i^e \]  

(10.14)

By exploiting the smoothness condition (10.1), and following an argument similar to (9.280)–(9.283), we can verify that

\[ \limsup_{i \to \infty} \mathbb{E} \|c_{i-1}\| = O(\mu_{\text{max}}) \]  

(10.15)

This is because

\[
\limsup_{i \to \infty} \mathbb{E} \|c_{i-1}\| 
\overset{(10.14)}{\leq} \|A_1\| \left( \limsup_{i \to \infty} \mathbb{E} \|\tilde{\mathcal{H}}_{i-1}\| \|\tilde{w}_{i-1}^e\| \right) \\
\overset{(9.281)}{\leq} \frac{1}{2} \kappa_d' N \|A_1\| \left( \limsup_{i \to \infty} \mathbb{E} \|\tilde{w}_{i-1}^e\|^2 \right) \\
\overset{(9.11)}{=} O(\mu_{\text{max}})
\]  

(10.16)

Returning to (10.15), we deduce that \( \|c_{i-1}\| = O(\mu_{\text{max}}) \) asymptotically with high probability using the same argument that led to (4.53) in the single-agent case. Referring to recursion (10.13), this analysis suggests that we can assess the mean-square performance of the original error recursion (10.2) by considering instead the following long-term model, which holds with high probability after sufficient iterations:

\[ \tilde{w}_i^e = B \tilde{w}_{i-1}^e + A_2^T \mathcal{M}s_i^e(w_{i-1}^e) - A_2^T \mathcal{M}b^e, \quad i \gg 1 \]  

(10.17)

In this model, the perturbation term \( A_2^T \mathcal{M}c_{i-1} \) that appears in (10.13) is removed. We may also consider an alternative long-term model where \( A_2^T \mathcal{M}c_{i-1} \) is instead replaced by a constant driving term in the order of \( O(\mu_{\text{max}}^2) \). However, the conclusions that will follow about the performance of the original recursion (10.2) will be the same whether we remove \( A_2^T \mathcal{M}c_{i-1} \) altogether or replace it by \( O(\mu_{\text{max}}^2) \). We therefore continue our analysis by using model (10.17). Obviously, the iterates \( \{\tilde{w}_i^e\} \) that are generated by (10.17) are generally different from the iterates that are generated by the original recursion (10.2). To highlight this fact more accurately, we rewrite the long-term recursion (10.17) more explicitly as follows for \( i \gg 1 \):

\[ \tilde{w}_i^e = B \tilde{w}_{i-1}^e + A_2^T \mathcal{M}s_i^e(w_{i-1}^e) - A_2^T \mathcal{M}b^e \]  

(10.18)
with the iterates now denoted by \( \tilde{w}_e^{i'} \) using the prime notation for the state of the long-term model. Note that the driving process \( s^e_i(w_e^{i-1}) \) in (10.18) is the same gradient noise process from the original recursion (10.2) and is therefore evaluated at \( w_e^{i-1} \). It is instructive to compare the following statement with the earlier Lemma 8.1.

**Lemma 10.1 (Long-term network dynamics).** Consider a network of \( N \) interacting agents running the distributed strategy (8.46) with a primitive matrix \( P = A_1A_oA_2 \). Assume the aggregate cost (9.10) and the individual costs, \( J_k(w) \), satisfy the conditions in Assumptions 6.1 and 10.1. After sufficient iterations, \( i \gg 1 \), the error dynamics of the network relative to the limit point \( w^\star \) defined by (8.55) is well-approximated by the following model (as confirmed by future result (10.29)):

\[
\tilde{w}_e^{i'} = B \tilde{w}_{i-1} + A_2^T Ms_i^e(w_e^{i-1}) - A_2^T M \delta^e \tag{10.19}
\]

where

\[
B \triangleq A_2^T (A_o^T - MH) A_1^T \tag{10.20}
\]

\[
A_o \triangleq A_o \otimes I_{2M}, \quad A_1 \triangleq A_1 \otimes I_{2M}, \quad A_2 \triangleq A_2 \otimes I_{2M} \tag{10.21}
\]

\[
M \triangleq \text{diag} \{ \mu_1I_{2M}, \mu_2I_{2M}, \ldots, \mu_NI_{2M} \} \tag{10.22}
\]

\[
H \triangleq \text{diag} \{ H_1, H_2, \ldots, H_N \} \tag{10.23}
\]

\[
H_k \triangleq \nabla^2_w J_k(w^\star) \tag{10.24}
\]

where \( \nabla^2_w J_k(w) \) denotes the \( 2M \times 2M \) Hessian matrix of \( J_k(w) \) relative to \( w \).

In a manner similar to the partitioning of \( \tilde{w}_e^i \) into its constituent elements in (8.143), we partition \( \tilde{w}_e^{i'} \) into its \( 2M \times 1 \) block entries as follows:

\[
\tilde{w}_e^{i'} \triangleq \begin{bmatrix} \tilde{w}_1^{i'} \\ \tilde{w}_2^{i'} \\ \vdots \\ \tilde{w}_N^{i'} \end{bmatrix} \tag{10.25}
\]

with each \( \tilde{w}_k^{i'} \) at every agent in turn consisting of

\[
\tilde{w}_k^{i'} = \begin{bmatrix} w_k^{i'} \\ (w^*_k)^T \end{bmatrix} \tag{10.26}
\]
We can view the long-term model (10.19) as a dynamic recursion that is fed by the gradient noise sequence, \( s^e_i(w^e_{i-1}) \). Therefore, assuming both the original system (10.2) and the long-term model (10.19) are launched from the same initial conditions, we observe by iterating (10.19) that \( \tilde{w}^e_i \) will still be determined by the past history of the original iterates \( \{w_j, j \leq i - 1\} \) through its dependence on the gradient noise process \( \{s^e_j(w^e_{j-1}), j \leq i\} \). Therefore, it continues to hold that the error vectors \( \tilde{w}^e_{k,i} \) belong to the filtration \( \mathcal{F}_{i-1} \) that is determined by the history of all iterates \( \{w_{k,j}, j \leq i - 1, k = 1, 2, \ldots, N\} \) that are generated by the original distributed strategy (8.46).

Working with recursion (10.19) is much more tractable for performance analysis because its dynamics is driven by the constant matrix \( B \) as opposed to the random matrix \( B_{i-1} \) in the original error recursion (10.2). We shall therefore follow the following route to evaluate the MSD of the stochastic-gradient distributed algorithm (8.46). We shall work with the long-term model (10.19) and evaluate its MSD. Subsequently, we will argue that, under a bounding condition on the fourth-order moment of the gradient noise process, namely, condition (8.121), this MSD is within \( O(\mu^{3/2}) \) from the true MSD expression that would have resulted had we worked directly with the original error recursion (10.2) without the approximation of ignoring \( A^T_2 M c_{i-1} \). This fact will then allow us to conclude that the MSD expression that is derived from the long-term model (10.19) provides an accurate representation for the MSD of the original stochastic-gradient distributed strategy (8.46) to first-order in \( \mu_{\text{max}} \).

### 10.2 Size of Approximation Error

We first examine how close the trajectories of the original error recursion (10.2) and the long-term model (10.19) are to each other. We reproduce both recursions below with the state variable for the long-term model denoted by \( \tilde{w}^e_i \):

\[
\tilde{w}^e_i = B_{i-1} \tilde{w}^e_{i-1} + A^T_2 M s_i^e(w^e_{i-1}) - A^T_2 M b^e \quad (10.27)
\]

\[
\tilde{w}^e_i = B \tilde{w}^e_{i-1} + A^T_2 M s_i^e(w^e_{i-1}) - A^T_2 M b^e \quad (10.28)
\]
Observe that both models are driven by the same gradient noise process; in this way, the evolution of the long-term model is coupled to the evolution of the original recursion (but not the other way around). The next result establishes that the mean-square difference between the trajectories \( \{ \tilde{w}_i^e, \tilde{w}_i^{e'} \} \) is asymptotically bounded by \( O(\mu_{\text{max}}^2) \).

**Theorem 10.2** (Performance error is \( O(\mu_{\text{max}}^{3/2}) \)). Consider a network of \( N \) interacting agents running the distributed strategy (8.46) with a primitive matrix \( P = A_1 A_o A_2 \). Assume the aggregate cost (9.10) and the individual costs, \( J_k(w) \), satisfy the conditions in Assumptions 6.1 and 10.1. Assume further that the first and fourth-order moments of the gradient noise process satisfy the conditions of Assumption 8.1 with the second-order moment condition (8.115) replaced by the fourth-order moment condition (8.121). Then, it holds that, for sufficiently small step-sizes:

\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i^e - \tilde{w}_i^{e'} \|^2 = O(\mu_{\text{max}}^2) \quad (10.29)
\]

\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i^e \|^2 = \limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i^{e'} \|^2 + O(\mu_{\text{max}}^{3/2}) \quad (10.30)
\]

**Proof.** To simplify the notation, we introduce the difference

\[
z_i := \tilde{w}_i^e - \tilde{w}_i^{e'} \quad (10.31)
\]

Using (10.10) and (10.14), and subtracting recursions (10.27) and (10.28) we then get

\[
z_i = B z_{i-1} + A^T_2 \mathcal{M} c_{i-1} \quad (10.32)
\]

We also know from (9.173) that the matrix \( B \) is stable for sufficiently small step-sizes and, moreover, for \( \mu_{\text{max}} \ll 1 \), it holds from (9.222) and (9.226) that

\[
\rho(B) = 1 - O(\mu_{\text{max}}) = 1 - \sigma_b \mu_{\text{max}} \quad (10.33)
\]

for some positive constant \( \sigma_b \) that is independent of \( \mu_{\text{max}} \).

We multiply both sides of (10.32) from the left by \( \mathcal{V}^T \) and use (9.57) and (9.206) to get for \( i \gg 1 \):

\[
\begin{bmatrix}
\tilde{z}_i \\
\hat{z}_i
\end{bmatrix} = \begin{bmatrix}
I_{2M} - D_{11}^T & -D_{21}^T \\
-D_{12}^T & J^T_e - D_{22}^T
\end{bmatrix} \begin{bmatrix}
\tilde{z}_{i-1} \\
\hat{z}_{i-1}
\end{bmatrix} + \mathcal{V}^T \mathcal{A}_2^T \mathcal{M} c_{i-1}
\]

\[
\Delta B := \mathcal{B} \quad (10.34)
\]

where the matrix

\[\mathcal{B} = \mathcal{V}^T \mathcal{B} (\mathcal{V}^{-1}_e)^T \quad (10.35)\]
is similar to $B$ and is therefore stable by Theorem 9.3. We partition the vectors $\mathcal{V}_T^T z_i$ and $\mathcal{V}_T^T A_T^2 M c_{i-1}$ in recursion (10.34) into

$$\mathcal{V}_T^T z_i \triangleq \begin{bmatrix} \bar{z}_i \\ \tilde{z}_i \end{bmatrix}, \quad \mathcal{V}_T^T A_T^2 M c_{i-1} \triangleq \begin{bmatrix} \bar{c}_{i-1} \\ \tilde{c}_{i-1} \end{bmatrix}$$

(10.36)

with the leading vectors, $\{\bar{z}_i, \tilde{z}_i\}$, having dimensions $hM \times 1$ each. It follows that

$$\begin{bmatrix} \bar{z}_i \\ \tilde{z}_i \end{bmatrix} = \begin{bmatrix} I_{2M} - D_{11}^T & -D_{21}^T \\ -D_{12}^T & J_t^T - D_{22}^T \end{bmatrix} \begin{bmatrix} \bar{z}_{i-1} \\ \tilde{z}_{i-1} \end{bmatrix} + \begin{bmatrix} \bar{c}_{i-1} \\ \tilde{c}_{i-1} \end{bmatrix}$$

(10.37)

This recursion has a form that is similar to the earlier recursion (9.285) we encountered while studying the mean stability of the original error dynamics (10.2) with two minor difference. First, the variables $\{\bar{z}_i, \tilde{z}_i, \bar{c}_{i-1}, \tilde{c}_{i-1}\}$ are now stochastic in nature and, second, the rightmost $O(\mu_{\text{max}})$ perturbation term in (9.285) is absent from (10.37). Nevertheless, from an argument similar to the one that led to (9.282), we can similarly establish that

$$\|\mathcal{V}_T^T A_T^2 M c_{i-1}\|^2 \leq r^2 \mu_{\text{max}}^2 \|\bar{w}_{\text{e}i-1}\|^4$$

(10.38)

and, hence,

$$\|\bar{c}_{i-1}\|^2 \leq r^2 \mu_{\text{max}}^2 \|\bar{w}_{\text{e}i-1}\|^4, \quad \|\tilde{c}_{i-1}\|^2 \leq r^2 \mu_{\text{max}}^2 \|\bar{w}_{\text{e}i-1}\|^4$$

(10.39)

Moreover, repeating the argument that led to (9.292) and (9.294) we find that these recursions, under expectation, are now replaced by the following relations:

$$E \|\bar{z}_i\|^2 \leq (1 - \sigma_{11} \mu_{\text{max}})E \|\bar{z}_{i-1}\|^2 + \frac{2\sigma_{21}^2 \mu_{\text{max}}}{\sigma_{11}} E \|\tilde{z}_{i-1}\|^2 + \frac{2r^2 \mu_{\text{max}}}{\sigma_{11}} E \|\bar{w}_{\text{e}i-1}\|^4$$

(10.40)

and

$$E \|\tilde{z}_i\|^2 \leq (\rho(J_e) + \epsilon + \frac{3\sigma_{22}^2 \mu_{\text{max}}^2}{1 - \rho(J_e) - \epsilon}) E \|\tilde{z}_{i-1}\|^2 + \left( \frac{3\sigma_{12}^2 \mu_{\text{max}}^2}{1 - \rho(J_e) - \epsilon} \right) E \|\bar{z}_{i-1}\|^2 + \left( \frac{3r^2 \mu_{\text{max}}^2}{1 - \rho(J_e) - \epsilon} \right) E \|\bar{w}_{\text{e}i-1}\|^4$$

(10.41)
10.2. Size of Approximation Error

If we now introduce the scalar coefficients

\[
\begin{align*}
    a &= 1 - \sigma_{11}\mu_{\text{max}} = 1 - O(\mu_{\text{max}}) \\
    b &= \frac{2\sigma_{21}^2\mu_{\text{max}}}{\sigma_{11}} = O(\mu_{\text{max}}) \\
    c &= \frac{3\sigma_{12}^2\mu_{\text{max}}}{1 - \rho(J_\epsilon) - \epsilon} = O(\mu_{\text{max}}^2) \\
    d &= \rho(J_\epsilon) + \epsilon + \frac{3\sigma_{22}^2\mu_{\text{max}}}{1 - \rho(J_\epsilon) - \epsilon} = \rho(J_\epsilon) + \epsilon + O(\mu_{\text{max}}^2) \\
    e &= 2\sigma_{22}^2\mu_{\text{max}} = O(\mu_{\text{max}}^2) \\
    f &= \frac{3\sigma_{22}^2\mu_{\text{max}}}{1 - \rho(J_\epsilon) - \epsilon} = O(\mu_{\text{max}}^2)
\end{align*}
\]

we can combine (10.40) and (10.41) into a single compact inequality recursion as follows:

\[
\begin{bmatrix}
    \mathbb{E} \|\tilde{z}_i\|^2 \\
    \mathbb{E} \|\tilde{z}_i\|^2
\end{bmatrix} \preceq \begin{bmatrix}
    a & b \\
    c & d
\end{bmatrix} \begin{bmatrix}
    \mathbb{E} \|\tilde{z}_{i-1}\|^2 \\
    \mathbb{E} \|\tilde{z}_{i-1}\|^2
\end{bmatrix} + \begin{bmatrix}
    e \\
    f
\end{bmatrix} \mathbb{E} \|\tilde{w}_{i-1}\|^4
\]

(10.48)

in terms of the $2 \times 2$ coefficient matrix $\Gamma$ indicated above. Using the fact that

\[
\limsup_{i \to \infty} \mathbb{E} \|\tilde{w}^c_{i}\|^4 \overset{(9.107)}{=} O(\mu_{\text{max}}^2)
\]

(10.49)

and relation (9.103) we conclude that

\[
\limsup_{i \to \infty} \mathbb{E} \|\tilde{z}_i\|^2 = O(\mu_{\text{max}}^2), \quad \limsup_{i \to \infty} \mathbb{E} \|\tilde{z}_i\|^2 = O(\mu_{\text{max}}^4)
\]

(10.50)

and, hence,

\[
\limsup_{i \to \infty} \mathbb{E} \|z_i\|^2 = O(\mu_{\text{max}}^2)
\]

(10.51)

It follows that

\[
\limsup_{i \to \infty} \mathbb{E} \|\tilde{w}^c_i - \tilde{w}^c_{i-1}\|^2 = O(\mu_{\text{max}}^2)
\]

(10.52)

which establishes (10.29). Finally, note that

\[
\begin{align*}
    \mathbb{E} \|\tilde{w}^c_i\|^2 &= \mathbb{E} \|\tilde{w}^c_i - \tilde{w}^c_i + \tilde{w}^c_i\|^2 \\
    &\leq \mathbb{E} \|\tilde{w}^c_i - \tilde{w}^c_i\|^2 + \mathbb{E} \|\tilde{w}^c_i\|^2 + 2 \left| \mathbb{E} (\tilde{w}^c_i - \tilde{w}^c_i)^* \tilde{w}^c_i \right| \\
    &\leq \mathbb{E} \|\tilde{w}^c_i - \tilde{w}^c_i\|^2 + \mathbb{E} \|\tilde{w}^c_i\|^2 + 2 \sqrt{\mathbb{E} \|\tilde{w}^c_i - \tilde{w}^c_i\|^2 \mathbb{E} \|\tilde{w}^c_i\|^2}
\end{align*}
\]

(10.53)
and, hence, from (9.11) and (10.29) we get

\[
\limsup_{i \to \infty} \left( \mathbb{E}\|\tilde{w}_i^{e'}\|^2 - \mathbb{E}\|\tilde{w}_i^e\|^2 \right) \leq O(\mu_{\max}^2) + \sqrt{O(\mu_{\max}^3)} = O(\mu_{\max}^{3/2})
\]

(10.54)
since \(\mu_{\max}^2 < \mu_{\max}^{3/2}\) for small \(\mu_{\max} \ll 1\), which establishes (10.30).

\[\square\]

### 10.3 Stability of Second-Order Error Moment

We already know from the result of Theorem 9.1 that the original error recursion (10.2) is mean-square stable in the sense that \(\mathbb{E}\|\tilde{w}_{k,i}\|^2\) tends asymptotically to a region that is bounded by \(O(\mu_{\max})\). Before launching into the performance analysis of the stochastic-gradient distributed algorithm (8.46), we first remark that the long-term approximate distributed model (10.19) is also mean-square stable.

\textbf{Lemma 10.3} (Mean-square stability of long-term model). Consider a network of \(N\) interacting agents running the distributed strategy (8.46) with a primitive matrix \(P = A_1A_oA_2\). Assume the aggregate cost (9.10) and the individual costs, \(J_k(w)\), satisfy the conditions in Assumptions 6.1 and 10.1. Assume further that the first and second-order moments of the gradient noise process satisfy the conditions of Assumption 8.1. Consider the iterates that are generated by the long-term model (10.19). Then, for sufficiently small step-sizes, it holds that

\[
\limsup_{i \to \infty} \mathbb{E}\|\tilde{w}_{k,i}^e\|^2 = O(\mu_{\max}), \quad k = 1, 2, \ldots, N \tag{10.55}
\]

\textit{Proof.} We multiply both sides of the long-term model (10.19) from the left by \(V_i^T\) to get, for \(i \gg 1\):

\[
\begin{bmatrix}
\tilde{w}_i^{e'} \\
\tilde{w}_i^{e''}
\end{bmatrix}
\overset{\Delta}{=} z_i =
\begin{bmatrix}
I_{2M} - D_1^{T}T_1 - D_2^{T}T_2 & J_T^T - D_2^{T}T_2 \\
-D_1^{T}T_1 & J_T^T - D_2^{T}T_2
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_{i-1}^{e'} \\
\tilde{w}_{i-1}^{e''}
\end{bmatrix}
+ V_i^T A_2^T M s_i^e -
\begin{bmatrix}
0 \\
\delta^e
\end{bmatrix}
\tag{10.56}
\]
where the matrix $\bar{B}$ is stable by Theorem 9.3, and where we are denoting the transformed error vector by $z_i$ for ease of reference:

\[
z_i \triangleq \psi_i \tilde{w}_i' = \begin{bmatrix} \tilde{w}_i' \\ \tilde{w}_i'' \end{bmatrix}
\]  
(10.57)

We are also dropping the argument $w_{i-1}$ from $s_i^c(w_{i-1})$ and writing simply $s_i^c$. The long-term model (10.56) represents a dynamic system that is driven by two components: a deterministic (constant) driving term represented by $\tilde{b}_i$, and a random term represented by $s_i^c(w_{i-1})$. To facilitate the mean-square stability analysis, we may examine the contribution of these driving terms separately. For this purpose, we introduce the following two auxiliary recursions, one driven by the deterministic term and the other driven by the stochastic term and running over $i > i_o$ for some large enough $i_o \gg 1$:

\[
a_i = \bar{B} a_{i-1} + \begin{bmatrix} 0 \\ \tilde{b}_i' \end{bmatrix}
\]  
(10.58)

\[
b_i = \bar{B} b_{i-1} + \psi_i^T A_2^T M s_i^c(w_{i-1})
\]  
(10.59)

with initial conditions $a_{i_o} = 0$ and $b_{i_o} = z_{i_o}$ so that at any time instant $i > i_o$,

\[
\begin{aligned}
z_i &= b_i - a_i \\
\end{aligned}
\]  
(10.60)

Consider first recursion (10.58) for $a_i$. Since $\bar{B}$ is stable, the sequence $a_i$ converges to

\[
\lim_{i \to \infty} a_i = (I - \bar{B})^{-1} \begin{bmatrix} 0 \\ \tilde{b}_i' \end{bmatrix}
\]  
(9.229) = $O(\mu_{\text{max}})

(10.61)

since $\tilde{b}_i' = O(\mu_{\text{max}})$. It follows that

\[
\limsup_{i \to \infty} \|a_i\| = O(\mu_{\text{max}})
\]  
(10.62)

Consider next recursion (10.59) for $b_i$. As was done earlier in (9.56) we partition the entries of $\psi_i^T A_2^T M s_i^c$ into:

\[
\psi_i^T A_2^T M s_i^c(w_{i-1}) \triangleq \begin{bmatrix} s_i^c(w_{i-1}) \\ \tilde{s}_i^c(w_{i-1}) \end{bmatrix}
\]  
(10.63)

We also partition the entries of $b_i$ in the following manner in conformity with the dimensions of $\{s_i^c, \tilde{s}_i^c\}$:

\[
\begin{bmatrix} \tilde{b}_i \\ b_i \end{bmatrix} = \begin{bmatrix} I_{2M} - D_{11}^T & -D_{12}^T \\ -D_{21}^T & J_c^T - D_{22}^T \end{bmatrix} \begin{bmatrix} \tilde{b}_{i-1} \\ b_{i-1} \end{bmatrix} + \begin{bmatrix} s_i^c(w_{i-1}) \\ \tilde{s}_i^c(w_{i-1}) \end{bmatrix}
\]  
(10.64)
This recursion has a form similar to the earlier recursion we encountered in (9.60) while studying the mean-square stability of the original error dynamics (10.2), with three differences. First, the driving term involving $\bar{b}$ in (9.60) is not present in (10.64). Second, the matrices $\{D_{11,i-1}, D_{12,i-1}, D_{21,i-1}, D_{22,i-1}\}$ in (10.64) are constant matrices; nevertheless, they satisfy the same bounds as the matrices $\{D_{11,i-1}, D_{12,i-1}, D_{21,i-1}, D_{22,i-1}\}$ in (9.60). And, third, the argument of the noise terms $\{\bar{s}_{\ell}^e, \bar{s}_{\ell}^f\}$ in (10.64) is $w_{\ell-1}^e$ and not $b$. However, these noise terms still satisfy the same bound given by (9.91), namely,

$$E\|\bar{s}_{\ell}^e\|^2 + E\|\bar{s}_{\ell}^f\|^2 \leq v_1^2 v_2^2 \rho_d^2 \mu_{\max}^2 \left[ E\|\bar{w}_{\ell-1}^e\|^2 + E\|\bar{w}_{\ell-1}^f\|^2 \right] + v_1^2 \mu_{\max}^2 \sigma_s^2 \tag{10.65}$$

in terms of the transformed vectors $\{\bar{w}_{\ell-1}^e, \bar{w}_{\ell-1}^f\}$ defined by (9.55). Therefore, repeating the same argument that led to (9.106) will show that relations (9.69) and (9.81) still hold for $\{E\|\bar{b}_{\ell}\|^2, E\|\bar{b}_{\ell}\|^2\}$, namely,

$$E\|\bar{b}_{\ell}\|^2 \leq (1 - \sigma_{11} \mu_{\max}) E\|\bar{b}_{\ell-1}\|^2 + \left( \frac{\sigma_{21}^2 \mu_{\max}^2}{\sigma_{11}} \right) E\|\bar{b}_{\ell-1}\|^2 + E\|\bar{s}_{\ell}^e\|^2 \tag{10.66}$$

and

$$E\|\bar{b}_{\ell}\|^2 \leq \left( \rho(J_s) + \frac{2 \sigma_{22}^2 \mu_{\max}^2}{1 - \rho(J_s) - \epsilon} \right) E\|\bar{b}_{\ell-1}\|^2 + \left( \frac{2 \sigma_{22}^2 \mu_{\max}^2}{1 - \rho(J_s) - \epsilon} \right) E\|\bar{b}_{\ell-1}\|^2 + E\|\bar{s}_{\ell}^e\|^2 \tag{10.67}$$

Using (10.65) we find that the last two recursive inequalities can be replaced by

$$E\|\bar{b}_{\ell}\|^2 \leq (1 - \sigma_{11} \mu_{\max}) E\|\bar{b}_{\ell-1}\|^2 + \left( \frac{\sigma_{21}^2 \mu_{\max}^2}{\sigma_{11}} \right) E\|\bar{b}_{\ell-1}\|^2 + v_1^2 \mu_{\max}^2 \sigma_s^2 + v_1^2 v_2^2 \mu_{\max}^2 \left[ E\|\bar{w}_{\ell-1}^e\|^2 + E\|\bar{w}_{\ell-1}^f\|^2 \right] \tag{10.68}$$

and

$$E\|\bar{b}_{\ell}\|^2 \leq \left( \rho(J_s) + \frac{2 \sigma_{22}^2 \mu_{\max}^2}{1 - \rho(J_s) - \epsilon} \right) E\|\bar{b}_{\ell-1}\|^2 + \left( \frac{2 \sigma_{22}^2 \mu_{\max}^2}{1 - \rho(J_s) - \epsilon} \right) E\|\bar{b}_{\ell-1}\|^2 + v_1^2 \mu_{\max}^2 \sigma_s^2 + v_1^2 v_2^2 \mu_{\max}^2 \left[ E\|\bar{w}_{\ell-1}^e\|^2 + E\|\bar{w}_{\ell-1}^f\|^2 \right] \tag{10.69}$$
If we now introduce the scalar coefficients

\[
\begin{align*}
  a &= 1 - \sigma_{11} \mu_{\text{max}} = 1 - O(\mu_{\text{max}}) \\
  b &= \frac{\sigma_{21}^2 \mu_{\text{max}}}{\sigma_{11}} = O(\mu_{\text{max}}) \\
  c &= \frac{2\sigma_{12}^2 \mu_{\text{max}}}{1 - \rho(J_e) - \epsilon} = O(\mu_{\text{max}}^2) \\
  d &= \rho(J_e) + \epsilon + \frac{3\sigma_{22}^2 \mu_{\text{max}}^2}{1 - \rho(J_e) - \epsilon} = \rho(J_e) + \epsilon + O(\mu_{\text{max}}^2) \\
  e &= v_1^2 \mu_{\text{max}}^2 \sigma_s^2 = O(\mu_{\text{max}}^2) \\
  f &= 0 \\
  h &= v_1^2 v_2 \beta_d^2 \mu_{\text{max}} = O(\mu_{\text{max}}^2)
\end{align*}
\]

we can combine (10.68) and (10.69) into a single compact inequality recursion as follows:

\[
\begin{bmatrix}
  \mathbb{E} \| \bar{b}_i \|^2 \\
  \mathbb{E} \| \bar{t}_i \|^2
\end{bmatrix} \preceq \begin{bmatrix}
  a & b \\
  c & d
\end{bmatrix} \begin{bmatrix}
  \mathbb{E} || \bar{b}_{i-1} ||^2 \\
  \mathbb{E} || \bar{t}_{i-1} ||^2
\end{bmatrix} + \begin{bmatrix}
  h & h \\
  h & h
\end{bmatrix} \begin{bmatrix}
  \mathbb{E} || \bar{w}_{i-1} ||^2 \\
  \mathbb{E} || \bar{w}_{i-1} ||^2
\end{bmatrix} + \begin{bmatrix}
  e \\
  e
\end{bmatrix}
\]

in terms of the 2 × 2 coefficient matrix \( \Gamma \) indicated above. Using result (9.105) and the derivation leading to it we can similarly conclude that

\[
\limsup_{i \to \infty} \mathbb{E} \| \bar{b}_i \|^2 = O(\mu_{\text{max}}), \quad \limsup_{i \to \infty} \mathbb{E} \| \bar{t}_i \|^2 = O(\mu_{\text{max}}^2)
\]

(10.78)

and, hence,

\[
\limsup_{i \to \infty} \mathbb{E} \| \bar{b}_i \|^2 = O(\mu_{\text{max}})
\]

(10.79)

From (10.60) we have that \( \| z_i \|^2 \leq 2 \| a_i \|^2 + 2 \| b_i \|^2 \) so that

\[
\limsup_{i \to \infty} \mathbb{E} \| z_i \|^2 = O(\mu_{\text{max}})
\]

(10.80)

from which we conclude that (10.55) holds.

\[\square\]

### 10.4 Stability of Fourth-Order Error Moment

In the next chapter we will employ the long-term model (10.19) to assess the performance of the multi-agent network as \( i \to \infty \) and for sufficiently small step-sizes. In preparation for that discussion, we establish here the stability of the fourth-order moment of the error in
the long-term model (10.19) in a manner similar to what we did in Theorem 9.2 for the fourth-order moment of the error in the original recursion (10.2).

**Lemma 10.4 (Fourth-order moment stability of long-term model).** Consider a network of \( N \) interacting agents running the distributed strategy (8.46) with a primitive matrix \( P = A_1 A_o A_2 \). Assume the aggregate cost (9.10) and the individual costs, \( J_k(w) \), satisfy the conditions in Assumptions 6.1 and 10.1. Assume further that the first and fourth-order moments of the gradient noise process satisfy the conditions of Assumption 8.1 with the second-order moment condition (8.115) replaced by the fourth-order moment condition (8.121). Then, the fourth-order moments of the error vectors generated by the long-term model (10.19) are stable for sufficiently small step-sizes, namely, it holds that

\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_{k,i}^4 \| = O(\mu^2_{\max}), \quad k = 1, 2, \ldots, N \quad (10.81)
\]

**Proof.** We employ the same notation from the proof of Lemma 10.3 and reconsider recursions (10.58) and (10.64) for the auxiliary variables \( \{a_i, b_i\} \):

\[
a_i = \mathcal{B} a_{i-1} + \begin{bmatrix} 0 \\ \bar{b}^c \end{bmatrix} \quad (10.82)
\]

\[
\begin{bmatrix} \bar{b}_i \\ \tilde{b}_i \\ =b_i \\ \end{bmatrix} = \begin{bmatrix} I_{2M} - D_{11}^T \\ -D_{12}^T \\ J_{e}^T - D_{22}^T \\ \end{bmatrix} \begin{bmatrix} \bar{b}_{i-1} \\ \tilde{b}_{i-1} \\ =b_{i-1} \\ \end{bmatrix} + \begin{bmatrix} \tilde{s}_i^e(w_{i-1}) \\ \bar{s}_i^e(w_{i-1}) \\ \end{bmatrix} \quad (10.83)
\]

Using (10.62), we readily conclude from (10.62) that

\[
\limsup_{i \to \infty} \| a_i \|^4 = O(\mu^4_{\max}) \quad (10.84)
\]

With regards to the recursion involving \( \{ \bar{b}_i^e, \tilde{b}_i^e \} \), we can unfold it and write

\[
\bar{b}_i^e = (I_{2M} - D_{11}^T) \bar{b}_{i-1}^e - D_{12}^T \bar{b}_{i-1}^e + \bar{s}_i^e(w_{i-1}) \quad (10.85)
\]

\[
\tilde{b}_i^e = (J_{e}^T - D_{22}^T) \tilde{b}_{i-1}^e - D_{21}^T \tilde{b}_{i-1}^e + \bar{s}_i^e(w_{i-1}) \quad (10.86)
\]

These relations have similar forms to the earlier relations (9.108)–(9.109) we encountered while studying the stability of the fourth-order moment of the original error recursion (10.2), with three differences. First, the driving term involving \( \tilde{b}^c \) in (9.109) is not present in (10.86). Second, the matrices \( \{D_{11}, D_{12}, D_{21}, D_{22}\} \) in (10.85)–(10.86) are constant
matrices; nevertheless, they satisfy the same bounds as the matrices \( \{ D_{11,i-1}, D_{12,i-1}, D_{21,i-1}, D_{22,i-1} \} \) in (9.108)–(9.109). And, third, the argument of the noise terms \( \{ \bar{s}_i, \hat{s}_i \} \) in (10.85)–(10.86) is \( w_{i-1} \) and not \( b_i \). However, these noise terms still satisfy the same bounds given by (9.91) and (9.131), namely,

\[
\mathbb{E} \| \bar{s}_i \|^2 + \mathbb{E} \| \hat{s}_i \|^2 \leq v_i^4 v_i^2 \beta_4^2 \mu_{\max}^4 \left[ \mathbb{E} \| \bar{w}_{i-1} \|^2 + \mathbb{E} \| \hat{w}_{i-1} \|^2 \right] + v_i^4 \mu_{\max}^2 \sigma_s^2
\]

and

\[
\mathbb{E} \| \bar{s}_i \|^4 + \mathbb{E} \| \hat{s}_i \|^4 \leq v_i^4 v_i^2 \beta_4^4 \mu_{\max}^4 \left[ \mathbb{E} \| \bar{w}_{i-1} \|^4 + \mathbb{E} \| \hat{w}_{i-1} \|^4 \right] + v_i^4 \mu_{\max}^4 \sigma_s^4
\]

Therefore, repeating the same argument that led to (9.153) we can similarly show that

\[
\begin{bmatrix}
\mathbb{E} \| \bar{b}_i \|^2 \\
\mathbb{E} \| \hat{b}_i \|^2
\end{bmatrix} \preceq \begin{bmatrix}
a & b \\
c & d
\end{bmatrix} \begin{bmatrix}
\mathbb{E} \| \bar{b}_{i-1} \|^2 \\
\mathbb{E} \| \hat{b}_{i-1} \|^2
\end{bmatrix} + \begin{bmatrix}
a' & b' \\
c' & d'
\end{bmatrix} \begin{bmatrix}
\mathbb{E} \| \bar{b}_{i-1} \|^2 \\
\mathbb{E} \| \hat{b}_{i-1} \|^2
\end{bmatrix} + \begin{bmatrix}
e \\
f
\end{bmatrix}
\]

where

\[
\begin{align*}
a &= 1 - \sigma_{11} \mu_{\max} + O(\mu_{\max}^2) \\
b &= O(\mu_{\max}) \\
c &= O(\mu_{\max}^4) \\
d &= \rho(J_e) + \epsilon + O(\mu_{\max}^2) \\
a' &= O(\mu_{\max}^2) \\
b' &= O(\mu_{\max}^3) \\
c' &= O(\mu_{\max}^4) \\
d' &= O(\mu_{\max}^2) \\
a'' &= O(\mu_{\max}^2) \\
b'' &= O(\mu_{\max}^2) \\
c'' &= O(\mu_{\max}^2) \\
d'' &= O(\mu_{\max}^2)
\end{align*}
\]

and

\[
\Gamma' = \begin{bmatrix}
1 - O(\mu_{\max}) & O(\mu_{\max}) \\
O(\mu_{\max}) & \rho(J_e) + \epsilon + O(\mu_{\max}^2)
\end{bmatrix}
\]

We again find that \( \Gamma' \) is a stable matrix for sufficiently small \( \mu_{\max} \) and \( \epsilon \). Using results (9.105) and (10.78), and repeating the argument that led to (9.156)
we conclude that
\[ \limsup_{i \to \infty} E \| \bar{b}_i \|^4 = O(\mu_{max}^2), \quad \limsup_{i \to \infty} E \| \tilde{b}_i \|^4 = O(\mu_{max}^4) \] (10.103)

so that
\[
\limsup_{i \to \infty} E \| \bar{b}_i \|^4 = \limsup_{i \to \infty} E \left( \left\| \begin{bmatrix} \bar{b}_i \\ \tilde{b}_i \end{bmatrix} \right\|^2 \right)^2 \\
= \limsup_{i \to \infty} E \left( \| \bar{b}_i \|^2 + \| \tilde{b}_i \|^2 \right)^2 \\
\leq 2 \limsup_{i \to \infty} E \left( \| \bar{b}_i \|^4 + \| \tilde{b}_i \|^4 \right) \\
= O(\mu_{max}^2) \] (10.104)

Now, from \( z_i = b_i - a_i \) we have
\[ \| z_i \|^4 \leq 8\| b_i \|^4 + 8\| a_i \|^4 \] (10.105)
and, therefore,
\[ \limsup_{i \to \infty} E \| z_i \|^4 = O(\mu_{max}^2) \] (10.106)

Consequently,
\[
\limsup_{i \to \infty} E \| \bar{w}_i \|^4 = \limsup_{i \to \infty} E \left( \left\| (\bar{\varphi}_{\epsilon}^{-1})^T \begin{bmatrix} \bar{w}_i^c \\ \tilde{w}_i^c \end{bmatrix} \right\|^2 \right)^2 \\
= \limsup_{i \to \infty} E \left( \| (\bar{\varphi}_{\epsilon}^{-1})^T z_i \|^2 \right)^2 \\
\leq \left\| (\bar{\varphi}_{\epsilon}^{-1})^T \right\|^4 \left( \limsup_{i \to \infty} E \| z_i \|^4 \right) \\
= O(\mu_{max}^2) \] (10.107)
which leads to the desired result (10.81).

10.5 Stability of First-Order Error Moment

We can also establish the stability of the mean error for the long-term model (10.19).
Lemma 10.5 (Mean stability of long-term model). Consider a network of \( N \) interacting agents running the distributed strategy (8.46) with a primitive matrix \( P = A_1 A_o A_2 \). Assume the aggregate cost (9.10) and the individual costs, \( J_k(w) \), satisfy the conditions in Assumptions 6.1 and 10.1. Assume further that the first and second-order moments of the gradient noise process satisfy the conditions of Assumption 8.1. Consider the iterates that are generated by the long-term model (10.19). Then, for sufficiently small step-sizes, it holds that
\[
\limsup_{i \to \infty} \|E \tilde{w}_{k,i}^\prime \| = O(\mu_{\text{max}}), \quad k = 1, 2, \ldots, N \quad (10.108)
\]

Proof. Conditioning both sides of (10.19) on \( \mathcal{F}_{i-1} \), invoking the conditions on the gradient noise process from Assumption 8.1, and computing the conditional expectations we obtain:
\[
E \left[ \tilde{w}_i^\prime \mid \mathcal{F}_{i-1} \right] = B \tilde{w}_{i-1}^\prime - A_2^T Mb^\prime \quad (10.109)
\]
where the term involving \( s_i^\prime(w_{i-1}^\prime) \) is eliminated because \( E [s_i^\prime | \mathcal{F}_{i-1}] = 0 \). Taking expectations again we arrive at
\[
E \tilde{w}_i^\prime = B \left( E \tilde{w}_{i-1}^\prime \right) - A_2^T Mb^\prime \quad (10.110)
\]
We multiply both sides of this recursion from the left by \( V_{i-1}^T \) to get
\[
\begin{bmatrix}
E \tilde{w}_i^\prime \\
E \tilde{w}_{i-1}^\prime
\end{bmatrix} =
\begin{bmatrix}
I_{2M} - D_{11}^T & -D_{21}^T \\
-D_{12}^T & J_{i-1}^T - D_{22}^T
\end{bmatrix}
\begin{bmatrix}
E \tilde{w}_i^\prime \\
E \tilde{w}_{i-1}^\prime
\end{bmatrix}
- \begin{bmatrix}
0 \\
\bar{b}^\prime
\end{bmatrix}
\quad (10.111)
\]
where the matrix \( \bar{B} \) is stable by Theorem 9.3. For simplicity, we denote the state variable in (10.111) by \( z_i \), so that we can rewrite the recursion more compactly in the form
\[
z_i = \bar{B} z_{i-1} - \begin{bmatrix}
0 \\
\bar{b}^\prime
\end{bmatrix} \quad (10.112)
\]
This is a first-order recursion that is driven by a constant term. Since \( \bar{B} \) is stable and \( \bar{b}^\prime = O(\mu_{\text{max}}) \), we conclude from (10.112) that
\[
\lim_{i \to \infty} z_i = -(I - \bar{B})^{-1} \begin{bmatrix}
0 \\
\bar{b}^\prime
\end{bmatrix}
\]
By (9.229)
\[
= \begin{bmatrix}
O(1/\mu_{\text{max}}) & O(1) \\
O(1) & O(1)
\end{bmatrix}
\begin{bmatrix}
0 \\
O(\mu_{\text{max}})
\end{bmatrix}
= O(\mu_{\text{max}}) \quad (10.113)
\]
It follows that
\[ \limsup_{i \to \infty} \| z_i \| = O(\mu_{\text{max}}) \] (10.114)
Consequently,
\[ \limsup_{i \to \infty} \left\| \begin{bmatrix} \mathbb{E} \tilde{w}_i' \\ \mathbb{E} \tilde{w}_i'' \end{bmatrix} \right\| = O(\mu_{\text{max}}) \] (10.115)
and, hence,
\[
\limsup_{i \to \infty} \left\| \mathbb{E} \tilde{w}_{k,i}' \right\| \leq \limsup_{i \to \infty} \left\| \mathbb{E} \tilde{w}_i' \right\|
= \limsup_{i \to \infty} \left\| (\Sigma_v^{-1})^T \begin{bmatrix} \mathbb{E} \tilde{w}_i' \\ \mathbb{E} \tilde{w}_i'' \end{bmatrix} \right\|
\leq \left\| (\Sigma_v^{-1})^T \right\| \left( \limsup_{i \to \infty} \left\| \begin{bmatrix} \mathbb{E} \tilde{w}_i' \\ \mathbb{E} \tilde{w}_i'' \end{bmatrix} \right\| \right)
= O(\mu_{\text{max}}) \] (10.116)
as claimed.

### 10.6 Comparing Consensus and Diffusion Strategies

Using results from the previous sections, we are able to compare some stability properties of diffusion and consensus networks. Recall from (8.7)–(8.10) that the consensus and diffusion strategies correspond to the following choices for \( \{A_o, A_1, A_2\} \) in terms of a single combination matrix \( A \) in the general description (8.46):

- **consensus:** \( A_o = A, \quad A_1 = I_N = A_2 \) (10.117)
- **CTA diffusion:** \( A_1 = A, \quad A_2 = I_N = A_o \) (10.118)
- **ATC diffusion:** \( A_2 = A, \quad A_1 = I_N = A_o \) (10.119)

**Example 10.1** (Stabilizing effect of diffusion networks). We revisit the conclusion of Example 8.4, albeit now under more general costs. Thus, refer to the mean recursion (10.110), namely,
\[ \mathbb{E} \tilde{w}_i' = B \left( \mathbb{E} \tilde{w}_{i-1}' \right) - A_o^T M \delta_v \] (10.120)
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which is driven by a constant matrix $\mathcal{B}$. Using the choices (10.117)–(10.119), the $\mathcal{B}$ matrix is given by the following expressions in terms of the $\mathcal{B}$ matrix for the non-cooperative strategy:

\[
\begin{align*}
\mathcal{B}_{\text{ncop}} &= I_{hMN} - \mathcal{M}\mathcal{H} \quad \text{(non-cooperation)} \\
\mathcal{B}_{\text{cons}} &= \mathcal{B}_{\text{ncop}} + (A^T - I_{hMN}) \quad \text{(consensus)} \\
\mathcal{B}_{\text{atc}} &= A^T \mathcal{B}_{\text{ncop}} \quad \text{(ATC diffusion)} \\
\mathcal{B}_{\text{cta}} &= \mathcal{B}_{\text{ncop}} A^T \quad \text{(CTA diffusion)}
\end{align*}
\]

where $A = A \otimes I_{hM}$ and $h = 1$ for real data and $h = 2$ for complex data. We encountered a similar structure in expressions (8.30)–(8.33) for the case of MSE networks in Example 8.3, where the mean error vector evolved instead according to the recursion:

\[
E\tilde{\mathbf{w}}_i = \mathcal{B}(E\tilde{\mathbf{w}}_{i-1})
\]

without the additional driving terms appearing in (10.120). Now, observe that the coefficient matrices $\{\mathcal{B}_{\text{atc}}, \mathcal{B}_{\text{cta}}\}$ shown in (10.123)–(10.124) for the diffusion strategies are expressed in terms of $\mathcal{B}_{\text{ncop}}$ in a multiplicative manner, while $\mathcal{B}_{\text{cons}}$ is related to $\mathcal{B}_{\text{ncop}}$ in an additive manner. These structures have an important implication on mean stability in view of the following matrix result.

Let $\mathcal{X}_1$ and $\mathcal{X}_2$ be any left-stochastic matrices with blocks of size $hM \times hM$, and let $\mathcal{D}$ be any Hermitian block-diagonal positive-definite matrix also with blocks of size $hM \times hM$. Then, it holds from property (F.24) in the appendix that $\rho(A^T \mathcal{D} A^T) \leq \rho(\mathcal{D})$. That is, multiplication of $\mathcal{D}$ by left-stochastic transformations generally reduces the spectral radius. This result can be used to establish the stability of the diffusion dynamics (i.e., of $\mathcal{B}_{\text{diff}}$) whenever the non-cooperative strategy is stable (i.e., $\mathcal{B}_{\text{ncop}}$) and regardless of the combination policy, $A$. Indeed, note that $\mathcal{B}_{\text{ncop}}$ has a Hermitian block-diagonal structure similar to $\mathcal{D}$ and that it is stable for any $\mu_{\text{max}} < 2/\rho(\mathcal{H})$:

\[
\mathcal{B}_{\text{ncop}} \text{ stable} \iff \mu_{\text{max}} < \frac{2}{\rho(\mathcal{H})}
\]

The matrix $A$ in (10.123)–(10.124) plays the role of $\mathcal{X}_1$ or $\mathcal{X}_2$. Therefore, it follows that, whenever (10.126) holds, it will also hold that $\rho(\mathcal{B}_{\text{atc}}) < 1$ and $\rho(\mathcal{B}_{\text{cta}}) < 1$ for any $A$. The same conclusion does not generally hold for $\mathcal{B}_{\text{cons}}$ [248]. Note further that since $\rho(\mathcal{B}_{\text{atc}}) \leq \rho(\mathcal{B}_{\text{ncop}})$ and $\rho(\mathcal{B}_{\text{cta}}) \leq \rho(\mathcal{B}_{\text{ncop}})$, it follows that diffusion strategies have a stabilizing effect.

\[\blacksquare\]

**Example 10.2** (Two interacting agents). We illustrate further the conclusion of Example 10.1 by considering the case of an MSE network (cf. Example 8.2)
consisting of two interacting agents shown in Figure 10.1 [248], with
\[ R_{u,1} = \sigma_{u,1}^2 I_M, \quad R_{u,2} = \sigma_{u,2}^2 I_M \] (10.127)
Without loss of generality, we assume
\[ \mu_1 \sigma_{u,1}^2 \leq \mu_2 \sigma_{u,2}^2 \] (10.128)
Agent 1 uses combination weights \( \{1 - a, a\} \), while agent 2 uses combination weights \( \{1 - b, b\} \) with \( a, b \in (0, 1) \). The combination matrix \( A \) is therefore given by
\[ A = \begin{bmatrix} 1 - a & b \\ a & 1 - b \end{bmatrix} \] (10.129)
which is left-stochastic. If desired, a symmetric \( A \) can be obtained by setting \( a = b \).

The agents run either the consensus LMS strategy (7.14) or the diffusion LMS strategy (7.22) or (7.23). We already know from (8.28) in Example 8.2 that the mean error recursion for the non-cooperative, diffusion, and consensus LMS strategies running over complex data evolve according to the following dynamics:
\[ \mathbb{E} \bar{w}_i = B (\mathbb{E} \bar{w}_{i-1}), \quad i \geq 0 \] (10.130)
with the coefficient matrix \( B \) given by the following expressions for the various strategies under consideration (we are only showing the \( B \) matrix for the ATC strategy since the argument is similar for CTA):
\[ B_{\text{ncop}} = \begin{bmatrix} 1 - \mu_1 \sigma_{u,1}^2 & 0 \\ 0 & 1 - \mu_2 \sigma_{u,2}^2 \end{bmatrix} \otimes I_M \] (10.131)
\[ B_{\text{atc}} = \begin{bmatrix} (1 - a) (1 - \mu_1 \sigma_{u,1}^2) & a (1 - \mu_2 \sigma_{u,2}^2) \\ b (1 - \mu_1 \sigma_{u,1}^2) & (1 - b) (1 - \mu_2 \sigma_{u,2}^2) \end{bmatrix} \otimes I_M \] (10.132)
\[ B_{\text{cons}} = \begin{bmatrix} (1 - a) - \mu_1 \sigma_{u,1}^2 & a \\ b & (1 - b) - \mu_2 \sigma_{u,2}^2 \end{bmatrix} \otimes I_M \] (10.133)
We first assume that
\[ 0 < \mu_1 \sigma_{u,1}^2 \leq \mu_2 \sigma_{u,2}^2 < 2 \] (10.134)
so that each of the individual agents is stable in the mean and, hence, the matrix \( B_{\text{ncop}} \) given above is stable. Then, from the conclusion of Example 10.1 above we know that the diffusion network will also be stable in the mean for any choice of the parameters \( \{a, b\} \). This is because the stability of \( B_{\text{ncop}} \) guarantees the stability of \( B_{\text{atc}} \).
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Figure 10.1: A two-agent MSE network with agent 1 using combination weights \( \{a, 1 - a\} \) and agent 2 using combination weights \( \{b, 1 - b\} \).

We now verify that there are choices for the combination parameters \( \{a, b\} \) that will destabilize the consensus network (even though the individual agents are themselves stable in the mean). Specifically, we verify below that if the parameters \( \{a, b\} \in (0, 1) \) are chosen to satisfy

\[
a + b \geq 2 - \mu_1 \sigma_{u,1}^2 > 0 \quad (10.135)
\]

then consensus will lead to unstable mean behavior, i.e., \( \mathbb{E} \tilde{w}_i \) will grow unbounded. Indeed, note first that the minimum eigenvalue of \( B_{\text{cons}} \) can be found to be

\[
\lambda_{\text{min}}(B_{\text{cons}}) = \frac{1}{2} \left( (2 - a - b - \mu_1 \sigma_{u,1}^2 - \mu_2 \sigma_{u,2}^2) - \sqrt{\tau} \right) \quad (10.136)
\]

where

\[
\tau \triangleq (b - a - \mu_1 \sigma_{u,1}^2 + \mu_2 \sigma_{u,2}^2)^2 + 4ab \quad (10.137)
\]

From the first equality in (10.137), we conclude that \( \tau \geq 0 \) and, hence, that \( \lambda_{\text{min}}(B_{\text{cons}}) \) is real. Moreover, using (10.134)–(10.135), we have that

\[
\begin{align*}
b + a + \mu_1 \sigma_{u,1}^2 - \mu_2 \sigma_{u,2}^2 &\geq 0 \quad (10.138) \\
4b(\mu_2 \sigma_{u,2}^2 - \mu_1 \sigma_{u,1}^2) &\geq 0 \quad (10.139)
\end{align*}
\]

It follows that

\[
\lambda_{\text{min}}(B_{\text{cons}}) \leq \frac{1}{2} \left( (2 - a - b - \mu_1 \sigma_{u,1}^2 - \mu_2 \sigma_{u,2}^2) - (b + a + \mu_1 \sigma_{u,1}^2 - \mu_2 \sigma_{u,2}^2) \right) \\
= 1 - b - a - \mu_1 \sigma_{u,1}^2 \\
\leq -1 \quad (10.140)
\]
where (10.140) follows from (10.135). We conclude that the consensus network is unstable since the eigenvalues of $B_{\text{cons}}$ do not lie strictly inside the unit circle.

$N = 2$ agents, $M = 3$, $\mu_1 = \mu_2 = 1 \times 10^{-5}$, $\mu_1 \sigma_{u,1}^2 = \mu_2 \sigma_{u,2}^2 = 0.5$, $\sigma_{v,k}^2 = 0.05$.

The learning curves are obtained by averaging the ensemble-average learning curves $\frac{1}{2}E \| \tilde{w}_i \|^2$ for consensus, ATC diffusion, and CTA diffusion using $\mu_1 = \mu_2 = 1 \times 10^{-5}$. The measure $\frac{1}{2}E \| \tilde{w}_i \|^2$ corresponds to the average mean-square-deviation (MSD) of the agents at time $i$ since

$$\frac{1}{2}E \| \tilde{w}_i \|^2 = \frac{1}{2} \left( E \| \tilde{w}_{1,i} \|^2 + E \| \tilde{w}_{2,i} \|^2 \right) \quad (10.141)$$

and $\tilde{w}_{k,i} = w^o - w_{k,i}$. The learning curves are obtained by averaging the
trajectories \( \{ \frac{1}{2} || \tilde{w}_i ||^2 \} \) over 100 repeated experiments. The label on the vertical axis in the figure refers to the learning curves \( \frac{1}{2} \mathbb{E} || \tilde{w}_i ||^2 \) by writing MSD_{dist,av}(i), with an iteration index \( i \) and where the subscripts “dist” and “av” are meant to indicate that this is an average performance measure for the distributed solution. Each experiment in this simulation involves running the consensus (7.13) or diffusion (7.22)–(7.23) LMS recursions with \( h = 2 \) on the complex-valued data \( \{ d_k(i), u_{k,i} \} \). The simulations use \( \sigma_v^2, 1 = \sigma_v^2, 2 = 0.05 \), \( \mu_1 \sigma_u^2, 1 = \mu_2 \sigma_u^2, 2 = 0.5 \), and \( (a, b) = (0.8, 0.8) \). These numerical values ensure that (10.134) and (10.135) are satisfied so that the individual agents and the diffusion strategy are both mean stable, while the consensus strategy becomes unstable in the mean. The small step-sizes ensure that the networks are mean-square stable. It is seen in the figure that the learning curve of the consensus strategy grows unbounded while the learning curve of the diffusion strategies tend towards steady-state values.

Next, we consider an example satisfying
\[ 0 < \mu_1 \sigma_u^2, 1 < 2 \leq \mu_2 \sigma_u^2, 2 \] (10.142)
so that, for the non-cooperative mode of operation, agent 1 is still stable while agent 2 is unstable. From the first equality of (10.137), we again conclude that
\[
\lambda_{\text{min}}(B_{\text{cons}}) \leq \frac{1}{2} \left( (2 - a - b - \mu_1 \sigma_u^2, 1 - \mu_2 \sigma_u^2, 2) - (b - a - \mu_1 \sigma_u^2, 1 + \mu_2 \sigma_u^2, 2) \right) \\
= \begin{cases} 
1 - a - \mu_1 \sigma_u^2, 1, & \text{if } b + \mu_2 \sigma_u^2, 2 \leq a + \mu_1 \sigma_u^2, 1 \\
1 - b - \mu_2 \sigma_u^2, 2, & \text{otherwise}
\end{cases} \\
\leq 1 - b - \mu_2 \sigma_u^2, 2 \\
\leq 1 - \mu_2 \sigma_u^2, 2 \\
\leq -1
\] (10.143)

That is, in this second case, no matter how we choose the parameters \( \{a, b\} \), the consensus network is always unstable. In contrast, the diffusion network is able to stabilize the network, i.e., there are choices for \( \{a, b\} \) that lead to stable behavior. To see this, we set \( b = 1 - a \) so that the eigenvalues of \( B_{\text{atc}} \) are
\[
\lambda(B_{\text{atc}}) \in \{0, 1 - \mu_1 \sigma_u^2, 1 - (\mu_2 \sigma_u^2, 2 - \mu_1 \sigma_u^2, 1) a\}
\] (10.144)
Some straightforward algebra shows that the magnitude of the nonzero eigenvalue will be bounded by one and, hence, the diffusion network will be stable in the mean if \( a \) satisfies:
\[
0 \leq a < \frac{2 - \mu_1 \sigma_u^2, 1}{\mu_2 \sigma_u^2, 2 - \mu_1 \sigma_u^2, 1}
\] (10.145)
We established in Theorem 9.1 that a multi-agent network running the distributed strategy (8.46) is mean-square stable for sufficiently small step-size parameters. More specifically, we showed that, for each agent $k$, the error variance relative to the limit point, $w^*$, defined by (8.55), enters a bounded region whose size is in the order of $O(\mu_{max})$:

$$\limsup_{i \to \infty} E \| \tilde{w}_{k,i} \|^2 = O(\mu_{max}), \quad k = 1, 2, \ldots, N$$

In this chapter, we will assess the size of these mean-square errors for both cases of real and complex data. We will measure the mean-square-deviation (MSD) at each agent $k$, as well as for the entire network, by using the following definitions:

$$MSD_{\text{dist},k} \triangleq \mu_{\text{max}} \cdot \left( \lim_{\mu_{\text{max}} \to 0} \limsup_{i \to \infty} \frac{1}{\mu_{\text{max}}} E \| \tilde{w}_{k,i} \|^2 \right)$$

$$MSD_{\text{dist,av}} \triangleq \frac{1}{N} \left( \sum_{k=1}^{N} MSD_{\text{dist},k} \right)$$

The form of expression (11.2) for the MSD was motivated earlier in (4.94) while studying single-agent adaptation, except that here we are scaling by $\mu_{\text{max}}$ since we can now have multiple step-sizes $\{\mu_k\}$ across
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The presentation will assume the same conditions we used in the last two chapters to examine the stability of multi-agent networks. In particular, we assume the aggregate cost \( (9.10) \) and the individual costs, \( J_k(w) \), satisfy the conditions in Assumptions 6.1 and 10.1. We also assume that the first and fourth-order moments of the gradient noise process satisfy the conditions of Assumption 8.1 with the second-order moment condition (8.115) replaced by the fourth-order moment condition (8.121), in addition to a smoothness condition on the noise covariance matrices defined as follows.

We refer to the definition of the individual gradient noise processes in (8.109), namely, for any \( \phi \in \mathcal{F}_{i-1} \):

\[
s_{k,i}(\phi) \triangleq \nabla_{w^*} J_k(\phi) - \nabla_{w^*} J_k(\phi)
\]

where \( \mathcal{F}_{i-1} = \) filtration defined by \( \{w_{k,j}, j \leq i - 1, k = 1, 2, \ldots, N\} \)

We define the extended gradient noise vector of size \( 2M \times 1 \):

\[
s_{k,i}^e(\phi) \triangleq \begin{bmatrix} s_{k,i}(\phi) \\ (s_{k,i}(\phi))^T \end{bmatrix}
\]
We denote its conditional covariance matrix by

\[ R_{s,k,i}^e(\phi) \triangleq \mathbb{E}\left[ s_{k,i}(\phi)s_{k,i}^*(\phi) \mid \mathcal{F}_{i-1} \right] \quad (11.7) \]

We further assume that, in the limit, the following moment matrices tend to constant values when evaluated at the limit point \( w^* \):

\[ R_{s,k} \triangleq \lim_{i \to \infty} \mathbb{E}\left[ s_{k,i}(w^*)s_{k,i}^*(w^*) \mid \mathcal{F}_{i-1} \right] \quad (11.8) \]

\[ R_{q,k} \triangleq \lim_{i \to \infty} \mathbb{E}\left[ s_{k,i}(w^*)s_{k,i}^T(w^*) \mid \mathcal{F}_{i-1} \right] \quad (11.9) \]

**Assumption 11.1 (Smoothness condition on noise covariance).** It is assumed that the conditional second-order moments of the individual noise processes satisfy smoothness conditions similar to (5.37), namely,

\[ \| R_{s,k,i}^e(w^* + \Delta w) - R_{s,k,i}^e(w^*) \| \leq \kappa_d \| \Delta w \|^\gamma \quad (11.10) \]

in terms of the extended covariance matrix, for small perturbations \( \| \Delta w \| \leq \epsilon \), and for some constants \( \kappa_d \geq 0 \) and exponent \( 0 < \gamma \leq 4 \).

Following the argument that led to (4.24) in the single-agent case, we can similarly show that the conditional noise covariance matrix satisfies more globally a condition of the following form for all \( \phi \in \mathcal{F}_{i-1} \):

\[ \| R_{s,k,i}^e(\phi) - R_{s,k,i}^e(w^*) \| \leq \kappa_d \| \tilde{\phi} \|^\gamma + \kappa_d' \| \tilde{\phi} \|^2 \quad (11.11) \]

where \( \tilde{\phi} = w^* - \phi \) and for some constant \( \kappa_d' \geq 0 \).

The performance expressions that will be derived in this chapter will be expressed in terms of the following quantities, defined for both cases of real or complex data.

**Definition 11.1 (Hessian and moment matrices).** We associate with each agent \( k \) a pair of matrices \( \{ H_k, G_k \} \), both of which are evaluated at the location of the limit point \( w = w^* \). The matrices are defined as follows:

\[ H_k \triangleq \nabla_w^2 J_k(w^*), \quad G_k \triangleq \begin{cases} R_{s,k} & \text{(real case)} \\ \begin{bmatrix} R_{s,k} & R_{q,k} \\ R_{q,k}^* & R_{s,k}^T \end{bmatrix} & \text{(complex case)} \end{cases} \quad (11.12) \]
Both matrices are dependent on the data type (whether real or complex); in particular, each $H_k$ is $2M \times 2M$ for complex data and $M \times M$ for real data. Note that $H_k \geq 0$ and $G_k \geq 0$.

In view of the lower bound condition in (6.13), it follows that

$$\sum_{k=1}^{N} q_k H_k > 0 \tag{11.13}$$

so that the weighted sum of the $\{H_k\}$ matrices is invertible. This matrix sum will appear in the performance expressions.

In a manner similar to Lemma 4.1, one useful conclusion that follows from the smoothness condition (11.10) and from (11.11) is that, after sufficient iterations, we can express the covariance matrix of the gradient noise process, $s_{k,i}(\phi)$, in terms of the same limiting matrices $\{G_k\}$ defined by (11.12). This fact is established next and will be employed later in the proof of Theorem 11.2. For the sake of the argument used in the derivation of the lemma below, we recall from the explanation following (8.134) that each noise component, $s_{k,i}(\cdot)$, is actually dependent on the iterate $\phi_{k,i-1}$ and, hence, we will write this noise component more explicitly as $s_{k,i}(\phi_{k,i-1})$. We further recall from the distributed algorithm (8.46) that $\phi_{k,i-1}$ is a convex combination of various $\{w_{\ell,i-1}\}$ from the neighborhood of agent $k$. This property is exploited in the derivation.

**Lemma 11.1** (Limiting second-order moment of gradient noise). Under the smoothness condition (11.10), and for sufficiently small step-sizes, it holds that the covariance matrix of the extended gradient noise process, $s_{k,i}(\phi_{k,i-1})$, at each agent $k$ satisfies for $i \gg 1$:

$$\mathbb{E} s_{k,i}(\phi_{k,i-1}) (s_{k,i}(\phi_{k,i-1}))^* = G_k + O \left( \mu_{\min}^{\min(1, \gamma^2)} \right) \tag{11.14}$$

where $0 < \gamma \leq 4$ and $G_k$ is given by (11.12). Consequently, it holds for $i \gg 1$ that the trace of the covariance matrix satisfies:

$$\text{Tr}(G_k) - b_o \leq \mathbb{E} \|s_{k,i}(\phi_{k,i-1})\|^2 \leq \text{Tr}(G_k) + b_o \tag{11.15}$$

for some nonnegative value $b_o = O \left( \mu_{\min}^{\min(1, \gamma^2)} \right)$. 


Proof. By adding and subtracting the same term we have [71, 278]:
\[
\mathbb{E} \left[ s_{k,i}^{e}(\phi_{k,i-1}) \left( s_{k,i}^{e}(\phi_{k,i-1}) \right)^{*} \mid \mathcal{F}_{i-1} \right] = \mathbb{E} \left[ s_{k,i}^{e}(w^{*}) \left( s_{k,i}^{e}(w^{*}) \right)^{*} \mid \mathcal{F}_{i-1} \right] + \\
\mathbb{E} \left[ s_{k,i}^{e}(\phi_{k,i-1}) \left( s_{k,i}^{e}(\phi_{k,i-1}) \right)^{*} \mid \mathcal{F}_{i-1} \right] - \\
\mathbb{E} \left[ s_{k,i}^{e}(w^{*}) \left( s_{k,i}^{e}(w^{*}) \right)^{*} \mid \mathcal{F}_{i-1} \right]
\]
which, upon using definition (11.7), can be rewritten as:
\[
\mathbb{E} \left[ s_{k,i}^{e}(\phi_{k,i-1}) \left( s_{k,i}^{e}(\phi_{k,i-1}) \right)^{*} \mid \mathcal{F}_{i-1} \right] = \mathbb{E} \left[ s_{k,i}^{e}(w^{*}) \left( s_{k,i}^{e}(w^{*}) \right)^{*} \mid \mathcal{F}_{i-1} \right] + \\
R_{s,k,i}(\phi_{k,i-1}) - R_{s,k,i}(w^{*})
\]
Subtracting the covariance matrix \( G_{k} \) defined by (11.12) from both sides, and computing expectations, we get:
\[
\mathbb{E} s_{k,i}^{e}(\phi_{k,i-1}) \left( s_{k,i}^{e}(\phi_{k,i-1}) \right)^{*} - G_{k} = \mathbb{E} \left( \mathbb{E} \left[ s_{k,i}^{e}(w^{*}) \left( s_{k,i}^{e}(w^{*}) \right)^{*} \mid \mathcal{F}_{i-1} \right] - G_{k} \right) + \\
\mathbb{E} \left( R_{s,k,i}(\phi_{k,i-1}) - R_{s,k,i}(w^{*}) \right)
\]
It then follows from the triangle inequality of norms, and from Jensen’s inequality (F.29) in the appendix, that
\[
\left\| \mathbb{E} s_{k,i}^{e}(\phi_{k,i-1}) \left( s_{k,i}^{e}(\phi_{k,i-1}) \right)^{*} - G_{k} \right\|
\[
\leq \left\| \mathbb{E} \left( \mathbb{E} \left[ s_{k,i}^{e}(w^{*}) \left( s_{k,i}^{e}(w^{*}) \right)^{*} \mid \mathcal{F}_{i-1} \right] - G_{k} \right) \right\| + \\
\left\| \mathbb{E} \left( R_{s,k,i}(\phi_{k,i-1}) - R_{s,k,i}(w^{*}) \right) \right\|
\leq \left\| \mathbb{E} \left[ s_{k,i}^{e}(w^{*}) \left( s_{k,i}^{e}(w^{*}) \right)^{*} \mid \mathcal{F}_{i-1} \right] - G_{k} \right\| + \\
\mathbb{E} \left\| R_{s,k,i}(\phi_{k,i-1}) - R_{s,k,i}(w^{*}) \right\|
\]
Computing the limit superior of both sides, and using (11.8)–(11.9) to annihilate the limit of the first term on the right-hand side, we conclude that
\[
\limsup_{i \to \infty} \left\| \mathbb{E} s_{k,i}^{e}(\phi_{k,i-1}) \left( s_{k,i}^{e}(\phi_{k,i-1}) \right)^{*} - G_{k} \right\| \leq \\
\limsup_{i \to \infty} \mathbb{E} \left\| R_{s,k,i}(\phi_{k,i-1}) - R_{s,k,i}(w^{*}) \right\|
\]
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We next use the smoothness condition (11.11) to bound the right-most term as follows:

\[ \| R_{s,k,i}(\phi_{k,i-1}) - R_{s,i}(w^*) \| \leq \kappa_d \| \tilde{\phi}_{k,i-1} \|^\gamma + \kappa'_d \| \tilde{\phi}_{k,i-1} \|^2 \]  (11.21)

where

\[ \tilde{\phi}_{k,i-1} \overset{\Delta}{=} w^* - \phi_{k,i-1} \]  (11.22)

Recall from the distributed algorithm (8.46) that

\[ \tilde{\phi}_{k,i-1} = \sum_{\ell \in N_k} a_{1,\ell k} \tilde{w}_{\ell,i-1} \]  (11.23)

so that exploiting the convexity of the functions \( f(x) = x^2 \) and \( f(x) = x^4 \), and applying Jensen’s inequality (F.26), we get:

\[
\| \tilde{\phi}_{k,i-1} \|^2 = \left\| \sum_{\ell \in N_k} a_{1,\ell k} \tilde{w}_{\ell,i-1} \right\|^2 \\
\leq \sum_{\ell \in N_k} a_{1,\ell k} \| \tilde{w}_{\ell,i-1} \|^2 \\
\leq \sum_{\ell \in N_k} \| \tilde{w}_{\ell,i-1} \|^2 \\
\leq \sum_{\ell=1}^N \| \tilde{w}_{\ell,i-1} \|^2 \quad \text{(11.24)}
\]

Likewise, we have

\[
\| \tilde{\phi}_{k,i-1} \|^4 \leq \sum_{\ell=1}^N \| \tilde{w}_{\ell,i-1} \|^4 \quad \text{(11.25)}
\]

and since the function \( f(x) = x^{\gamma/4} \) is increasing over \( x \geq 0 \):

\[
\| \tilde{\phi}_{k,i-1} \|^{\gamma/4} = \left( \| \tilde{\phi}_{k,i-1} \|^4 \right)^{\gamma/4} \leq \left( \sum_{\ell=1}^N \| \tilde{w}_{\ell,i-1} \|^4 \right)^{\gamma/4} \quad \text{(11.26)}
\]

Substituting (11.24) and (11.26) into (11.21), we obtain

\[
\| R_{s,k,i}(\phi_{k,i-1}) - R_{s,i}(w^*) \| \leq \kappa_d \left( \sum_{\ell=1}^N \| \tilde{w}_{\ell,i-1} \|^4 \right)^{\gamma/4} + \kappa'_d \left( \sum_{\ell=1}^N \| \tilde{w}_{\ell,i-1} \|^2 \right) \quad \text{(11.27)}
\]
Using arguments similar to the steps that led to (4.31) in the single-agent case, we find under expectation and in the limit that:

\[
\limsup_{i \to \infty} \mathbb{E} \| R_{s,k,i}(\phi_{i-1}) - R_{s,k,i}(w^*) \| \\
\leq \limsup_{i \to \infty} \left\{ \kappa_d \mathbb{E} \left( \sum_{\ell=1}^{N} \| \tilde{w}_{\ell,i-1} \|^{4} \right)^{\gamma/4} + \kappa_d' \mathbb{E} \left( \sum_{\ell=1}^{N} \| \tilde{w}_{\ell,i-1} \|^{2} \right) \right\} \\
\overset{(a)}{=} \limsup_{i \to \infty} \left\{ \kappa_d \left( \sum_{\ell=1}^{N} \mathbb{E} \| \tilde{w}_{\ell,i-1} \|^{4} \right)^{\gamma/4} + \kappa_d' \left( \sum_{\ell=1}^{N} \mathbb{E} \| \tilde{w}_{\ell,i-1} \|^{2} \right) \right\} \\
\overset{(9.11)}{=} \mathcal{O}(\mu_{\max}^{\gamma'/2})
\]  

(11.28)

where in step (a) we applied Jensen’s inequality (F.30) to the function \( f(x) = x^{\gamma/4} \); this function is concave over \( x \geq 0 \) for \( \gamma \in (0, 4] \). Moreover, in the last step we called upon results (9.11) and (9.107), namely, that the second and fourth-order moments of \( \tilde{w}_{\ell,i-1} \) are asymptotically bounded by \( \mathcal{O}(\mu_{\max}) \) and \( \mathcal{O}(\mu_{\max}^{2}) \), respectively. Accordingly, the exponent \( \gamma' \) in the last step is given by

\[
\gamma' \leq \min \{ \gamma, 2 \}
\]  

(11.29)

since \( \mathcal{O}(\mu_{\max}^{\gamma'/2}) \) dominates \( \mathcal{O}(\mu_{\max}) \) for values of \( \gamma \in (0, 2] \) and \( \mathcal{O}(\mu_{\max}^{\gamma'/2}) \) dominates \( \mathcal{O}(\mu_{\max}^{2}) \) for values of \( \gamma \in [2, 4] \). Substituting (11.28) into (11.20) gives

\[
\limsup_{i \to \infty} \left\| \mathbb{E} s_{k,i}^{c}(\phi_{k,i-1}) (s_{k,i}(\phi_{k,i-1}))^{*} - G_k \right\| = \mathcal{O}(\mu_{\max}^{\gamma'/2})
\]  

(11.30)

which leads to (11.14). Moreover, since for any square matrix \( X \), it holds that \( |\text{Tr}(X)| \leq c \| X \| \), for some constant \( c \) that is independent of \( \gamma' \), we conclude that

\[
\limsup_{i \to \infty} \left| \mathbb{E} \| s_{k,i}^{c}(\phi_{k,i-1}) \|^{2} - \text{Tr}(G_k) \right| = \mathcal{O}(\mu_{\max}^{\gamma'/2}) = b_1
\]  

(11.31)

in terms of the absolute value of the difference. We are denoting the value of the limit superior by the nonnegative number \( b_1 \): we know from (11.31) that \( b_1 = \mathcal{O}(\mu^{\gamma'/2}) \). The above relation then implies that, given \( \epsilon > 0 \), there exists an \( I_o \) large enough such that for all \( i > I_o \) it holds that

\[
\left| \mathbb{E} \| s_{k,i}^{c}(\phi_{k,i-1}) \|^{2} - \text{Tr}(G_k) \right| \leq b_1 + \epsilon
\]  

(11.32)

If we select \( \epsilon = \mathcal{O}(\mu^{\gamma'/2}) \) and introduce the sum \( b_o = b_1 + \epsilon \), then we arrive at the desired result (11.15).
11.2 Performance Metrics

As was already explained in Sec. 4.5, besides the MSD metric \((11.2)-(11.3)\), there is a second useful measure of performance defined in terms of the mean excess-cost; which is also called the \textit{excess-risk} (ER). For multi-agent networks, this metric is usually of interest when the cost functions \(J_k(w)\) across the agents are identical, i.e., when \(J_k(w) \equiv J(w)\) and \(H_k \equiv H\) for \(k = 1, 2, \ldots, N\). In this case, the \(N\) agents would be cooperating to minimize the same strongly-convex cost function, \(J^\text{glob}(w) = N \cdot J(w)\), and the limit point \(w^*\) will coincide with the minimizer, \(w^o\), of \(J(w)\). We shall nevertheless define the ER metric more broadly for the general case when the individual costs may be different from each other.

For this purpose, we refer to the normalized aggregate cost, \(\bar{J}^\text{glob,*}(w)\), defined by (8.59) and whose global minimizer is the same \(w^*\). We already know from (11.1) that the iterates, \(w_{k,i}\), at the various agents approach \(w^*\) for sufficiently small step-sizes. We therefore define the ER measure for every agent \(k\) as the average fluctuation of \(\bar{J}^\text{glob,*}(w)\) around its minimum value (in a manner similar to what was defined earlier for the single-agent case in (4.95)):

\[
\text{ER}_{\text{dist,}k} \triangleq \mu_{\text{max}} \cdot \left( \lim_{\mu_{\text{max}} \to 0} \limsup_{i \to \infty} \frac{1}{\mu_{\text{max}}} \mathbb{E} \left\{ \bar{J}^\text{glob,*}(w_{k,i-1}) - \bar{J}^\text{glob,*}(w^*) \right\} \right)
\]

The main difference in relation to (4.95) is that we are now scaling by \(\mu_{\text{max}}\) and using the normalized aggregate cost (8.59). The reason why we are using this normalized cost in (11.33), rather than the regular aggregate cost \(J^\text{glob,*}(w)\) from (9.6), is to ensure that the above definition of the excess-risk is compatible with the definition used earlier for non-cooperative agents in (4.95) and for centralized processing in (5.53). For example, when the individual costs happen to coincide, say, \(J_k(w) \equiv J(w)\), then the expectation on the right-hand side of (11.33) reduces to \(\mathbb{E}\{J(w_{k,i-1}) - J(w^o)\}\), which is consistent with the earlier expression (4.95).
We further define the network ER measure as the average ER values across all agents:

$$ER_{\text{dist,av}} \triangleq \frac{1}{N} \left( \sum_{k=1}^{N} ER_{\text{dist},k} \right)$$  \hspace{1cm} (11.34)

Using (9.107) and result (E.44) from the appendix, along with the same justification we employed earlier to arrive at (4.96), we can similarly express the ER measure (11.33) in terms of a weighted mean-square-error norm as follows:

$$ER_{\text{dist},k} = \mu_{\text{max}} \cdot \left( \lim_{\mu_{\text{max}} \rightarrow 0} \limsup_{i \rightarrow \infty} \frac{1}{\mu_{\text{max}}} \mathbb{E} \left\| \tilde{w}^{e}_{k,i-1} \right\|_{H}^{2} \right)$$  \hspace{1cm} (11.35)

where the matrix $\bar{H}$ denotes the value of the Hessian matrix of the normalized cost, $\tilde{J}_{\text{glob},*}(w)$, evaluated at $w = w^{*}$. It follows from (8.59) that this matrix is given by

$$\bar{H} \triangleq \sum_{k=1}^{N} q_{k} H_{k}$$  \hspace{1cm} (11.36)

It is straightforward to verify that the MSD and ER performance measures defined so far can be equivalently expressed as follows in terms of the extended error vectors $\{ \tilde{w}^{e}_{k,i}, \tilde{w}^{e}_{i} \}$ defined by (8.133) and (8.143):

$$\text{MSD}_{\text{dist},k} \triangleq \mu_{\text{max}} \cdot \left( \lim_{\mu_{\text{max}} \rightarrow 0} \limsup_{i \rightarrow \infty} \frac{1}{\mu_{\text{max}}} \mathbb{E} \left\| \tilde{w}^{e}_{k,i} \right\|^{2} \right)$$  \hspace{1cm} (11.37)

$$\text{MSD}_{\text{dist,av}} \triangleq \mu_{\text{max}} \cdot \left( \lim_{\mu_{\text{max}} \rightarrow 0} \limsup_{i \rightarrow \infty} \frac{1}{\mu_{\text{max}}} \frac{1}{2N} \mathbb{E} \left\| \tilde{w}^{e}_{i} \right\|^{2} \right)$$  \hspace{1cm} (11.38)

$$\text{ER}_{\text{dist,av}} = \mu_{\text{max}} \cdot \left( \lim_{\mu_{\text{max}} \rightarrow 0} \limsup_{i \rightarrow \infty} \frac{1}{\mu_{\text{max}}} \frac{1}{2N} \mathbb{E} \left\| \tilde{w}^{e}_{i-1} \right\|_{(I_{N} \otimes \bar{H})}^{2} \right)$$  \hspace{1cm} (11.39)

These expressions measure the mean-square-error performance of the network and its agents, as well as the mean fluctuation of the normalized aggregate cost function around its optimal value, in the steady-state regime assuming sufficiently small step-sizes. More specifically,
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these expressions result in performance measures that are first-order in $\mu_{\text{max}}$. We shall evaluate them by relying on the long-term model (10.19).

As explained earlier in Sec. 4.5, we sometimes write the expressions for the MSD and ER measures more compactly (but less rigorously) as follows for small step-sizes:

$$\text{MSD}_{\text{dist},k} \triangleq \lim_{i \to \infty} \frac{1}{2} \mathbb{E} \| \hat{w}_{k,i}^e \|^2 \quad (11.40)$$

$$\text{MSD}_{\text{dist},\text{av}} \triangleq \lim_{i \to \infty} \frac{1}{2N} \mathbb{E} \| \hat{w}_i^e \|^2 \quad (11.41)$$

$$\text{ER}_{\text{dist},k} = \lim_{i \to \infty} \frac{1}{2} \mathbb{E} \| \hat{w}_{k,i-1}^e \|^2 \quad (11.42)$$

$$\text{ER}_{\text{dist},\text{av}} = \lim_{i \to \infty} \frac{1}{2N} \mathbb{E} \| \hat{w}_{i-1}^e \|^2 \, (I_N \otimes \bar{H}) \quad (11.43)$$

with the understanding that the limits on the right-hand side are computed according to the definitions (11.35) and (11.37)–(11.39) since, strictly speaking, the limits in (11.40)–(11.43) may not exist. Yet, it is useful to note that derivations that assume the validity of these limits still lead to the same expressions for the MSD and ER to first-order in $\mu_{\text{max}}$ as derivations that rely on the more formal expressions (11.35) and (11.37)–(11.39) — this fact can be verified by examining and repeating the proofs of Theorems 11.2 and 11.4 further ahead.

11.3 Mean-Square-Error Performance

We examine first the mean-square-error performance of the multi-agent network and derive closed-form expressions for the MSD measures of the individual agents and the entire network. The expressions given below involve the bvec and block Kronecker operations defined in Sec. F.1 in the appendix.

**Theorem 11.2 (Network limiting performance).** Consider a network of $N$ interacting agents running the distributed strategy (8.46) with a primitive matrix $P = A_1 A_o A_2$. Assume the aggregate cost (9.10) and the individual costs,
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$J_k(w)$, satisfy the conditions in Assumptions 6.1 and 10.1. Assume further that the first and fourth-order moments of the gradient noise process satisfy the conditions of Assumption 8.1 with the second-order moment condition (8.115) replaced by the fourth-order moment condition (8.121). Assume also (11.10). Let

$$
\gamma_m \triangleq \frac{1}{2} \min \{1, \gamma\} > 0 \quad (11.44)
$$

with $\gamma \in (0, 4]$ from (11.10). Then, it holds that

$$
\limsup_{i \to \infty} \frac{1}{2} \mathbb{E} \| \tilde{w}_{k,i} \|^2 = \frac{1}{h} \text{Tr}(J_k \mathcal{X}) + O \left( \mu_1^{1+\gamma_m} \right) \quad (11.45)
$$

$$
\limsup_{i \to \infty} \frac{1}{2N} \mathbb{E} \| \tilde{w}_i \|^2 = \frac{1}{hN} \text{Tr}(\mathcal{X}) + O \left( \mu_1^{1+\gamma_m} \right) \quad (11.46)
$$

and, for large enough $i$, the convergence rate of the error variances, $\mathbb{E} \| \tilde{w}_{k,i} \|^2$, towards the steady-state region (11.45) is given by

$$
\alpha = 1 - 2\lambda_{\min} \left( \sum_{k=1}^{N} q_k H_k \right) + O \left( \mu_1^{(N+1)/N} \right) \quad (11.47)
$$

where $q_k$ is defined by (9.7) and $\alpha \in (0, 1)$; the smaller the value of $\alpha$ is, the faster the convergence of $\mathbb{E} \| \tilde{w}_{k,i} \|^2$ towards (11.45). Moreover, the matrix $\mathcal{X}$ that appears in (11.45)–(11.46) is Hermitian non-negative definite and corresponds to the unique solution of the (discrete-time) Lyapunov equation:

$$
\mathcal{X} - \mathcal{B} \mathcal{X} \mathcal{B}^* = \mathcal{Y} \quad (11.48)
$$

where the quantities $\{ \mathcal{Y}, \mathcal{B}, J_k \}$ are defined by:

$$
\mathcal{A}_o = A_o \otimes I_{h_M}, \quad \mathcal{A}_1 = A_1 \otimes I_{h_M}, \quad \mathcal{A}_2 = A_2 \otimes I_{h_M} \quad (11.49)
$$

$$
\mathcal{M} = \text{diag}\{ \mu_1 I_{h_M}, \mu_2 I_{h_M}, \ldots, \mu_N I_{h_M} \} \quad (11.50)
$$

$$
\mathcal{H} = \text{diag}\{ H_1, H_2, \ldots, H_N \} \quad (11.51)
$$

$$
H_k = \nabla^2_{\omega} J_k(w^*) \quad (11.52)
$$

$$
\mathcal{S} = \text{diag}\{ G_1, G_2, \ldots, G_N \} \quad (11.53)
$$

$$
\mathcal{Y} = \mathcal{A}_o^T \mathcal{M} \mathcal{S} \mathcal{M} \mathcal{A}_2 \quad (11.54)
$$

$$
\mathcal{B} = \mathcal{A}_1^T \left( \mathcal{A}_o^* - \mathcal{M} \mathcal{H} \right) \mathcal{A}_1^T \quad (11.55)
$$

$$
\mathcal{F} = \mathcal{B}^T \otimes_h \mathcal{B}^* \quad (11.56)
$$

$$
\mathcal{J}_k = \text{diag}\{ 0_{h_M}, \ldots, 0_{h_M}, I_{h_M}, 0_{h_M}, \ldots, 0_{h_M} \} \quad (11.57)
$$

with $\mathcal{J}_k$ having an identity matrix at the $k$–th diagonal block, and $h = 1$ for real data and $h = 2$ for complex data. Furthermore, the following are
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Equivalent characterizations for the matrix $\mathcal{X}$ or its trace:

$$\mathcal{X} = \sum_{n=0}^{\infty} B^n \mathcal{Y} (B^*)^n$$  \hspace{1cm} (11.58)

$$\text{bvec}(\mathcal{X}) = (I - \mathcal{F}^*)^{-1} \text{bvec}(\mathcal{Y})$$  \hspace{1cm} (11.59)

$$\text{Tr}(\mathcal{X}) = (\text{bvec}(\mathcal{Y}^T))^T (I - \mathcal{F})^{-1} \text{bvec}(I_{\text{hMN}})$$  \hspace{1cm} (11.60)

$$\text{Tr}(\mathcal{J}_k \mathcal{X}) = (\text{bvec}(\mathcal{Y}^T))^T (I - \mathcal{F})^{-1} \text{bvec}(\mathcal{J}_k)$$  \hspace{1cm} (11.61)

Proof. We start from the long-term model (10.19), namely,

$$\tilde{w}_i^{e'} = B \tilde{w}_{i-1}^{e'} + A_2^T M s_i^e (w_{i-1}^e) - A_2^T M b^e$$  \hspace{1cm} (11.62)

We drop the argument $w_{i-1}^e$ from $s_i^e$ for compactness of presentation. Conditioning on the past history and taking expectations gives

$$E \left( \tilde{w}_i^{e'} | \mathcal{F}_{i-1} \right) = B \tilde{w}_{i-1}^{e'} - A_2^T M b^e$$  \hspace{1cm} (11.63)

so that taking expectations again we obtain the mean recursion:

$$E \tilde{w}_i^{e'} = B \left( E \tilde{w}_{i-1}^{e'} \right) - A_2^T M b^e$$  \hspace{1cm} (11.64)

Now observe that recursion (11.62) includes a constant driving term on the right-hand side represented by the factor $A_2^T M b^e$. To facilitate the variance analysis, we introduce the centered variable:

$$z_i \overset{\triangle}{=} \tilde{w}_i^{e'} - E \tilde{w}_i^{e'}$$  \hspace{1cm} (11.65)

Subtracting (11.64) from (11.62) we find that $z_i$ satisfies the following recursion:

$$z_i = B z_{i-1} + A_2^T M s_i^e (w_{i-1}^e)$$  \hspace{1cm} (11.66)

where the deterministic driving terms are also removed. Although we are interested in evaluating the asymptotic size of $E \| \tilde{w}_i^{e'} \|^2$, we can still rely on the centered variable $z_i$ for this purpose. This is because it holds for $i \gg 1$:

$$E \| z_i \|^2 = E \| \tilde{w}_i^{e'} \|^2 - \| E \tilde{w}_i^{e'} \|^2 \overset{(10.108)}{=} E \| \tilde{w}_i^{e'} \|^2 + O(\mu_{\text{max}}^2)$$  \hspace{1cm} (11.67)

Moreover, we established earlier in (10.30) that under the fourth-order moment condition (8.121) on the gradient noise processes, the error variances $E \| \tilde{w}_i^{e'} \|^2$ and $E \| \tilde{w}_i^{e'} \|^2$ are within $O(\mu_{\text{max}}^{-3/2})$ from each other. Therefore, we
may evaluate the network error variance (or MSD) in terms of the mean-square value of the variable $z_i$ (similarly for any weighted square measure of $\tilde{w}_i$ such as the ER) by employing the correction:

$$
\limsup_{i \to \infty} \frac{1}{2N} \mathbb{E} \|\tilde{w}_i\|^2 = \limsup_{i \to \infty} \frac{1}{2N} \mathbb{E} \|z_i\|^2 + O(\mu_{\text{max}}^{3/2}) \quad (11.68)
$$

We therefore continue with recursion (11.66) and proceed to examine how the mean-square value of $z_i$ evolves over time by relying on energy conservation arguments [6, 205, 206, 269, 278].

Let $\Sigma$ denote an arbitrary Hermitian positive semi-definite matrix that we are free to choose. Equating the squared weighted values of both sides of (11.66) and taking expectations conditioned on the past history gives:

$$
\mathbb{E} (\|z_i\|^2_{\Sigma} | \mathcal{F}_{i-1}) = \|z_{i-1}\|^2_{B^* \Sigma B} + \mathbb{E} \left( \|s_{t}^i\|^2_{M A_2 \Sigma A_1^T M} | \mathcal{F}_{i-1} \right) \quad (11.69)
$$

Taking expectations again removes the conditioning on $\mathcal{F}_{i-1}$ and we get

$$
\mathbb{E} \|z_i\|^2_{\Sigma} = \mathbb{E} (\|z_{i-1}\|^2_{B^* \Sigma B}) + \mathbb{E} \left( \|s_{t}^i\|^2_{M A_2 \Sigma A_1^T M} \right) \quad (11.70)
$$

We now evaluate the right-most term. For that purpose, we shall call upon the results of Lemma 11.1. To begin with, note that

$$
\mathbb{E} \left( \|s_{t}^i\|^2_{M A_2 \Sigma A_1^T M} \right) = \text{Tr} \left[ M A_2 \Sigma A_1^T M \mathbb{E} \left( s_{t}^i (w_{i-1}^e) (s_{t}^i (w_{i-1}^e))^* \right) \right] \quad (11.71)
$$

where the entries of the covariance matrix $\mathbb{E} s_{t}^i (w_{i-1}^e) (s_{t}^i (w_{i-1}^e))^*$ that appears in the above expression were already evaluated earlier in (11.14). Using that result, and the fact that the gradient noises across the agents are uncorrelated with each other and second-order circular, we obtain

$$
\limsup_{i \to \infty} \left\| \mathbb{E} s_{t}^i (w_{i-1}^e) (s_{t}^i (w_{i-1}^e))^* - \mathcal{S} \right\| = O(\mu_{\text{max}}^{\gamma'/2}) \quad (11.72)
$$

where $\gamma'$ was defined in (11.29) as $\gamma' = \min \{\gamma, 2\}$. Using the sub-multiplicative property of norms, namely, $\|AB\| \leq \|A\| \|B\|$, we conclude from (11.72) that

$$
\limsup_{i \to \infty} \left\| M A_2 \Sigma A_1^T M \left( \mathbb{E} s_{t}^i (w_{i-1}^e) (s_{t}^i (w_{i-1}^e))^* - \mathcal{S} \right) \right\| = \text{Tr}(\Sigma) \cdot O \left( \mu_{\text{max}}^{\gamma'/2} \right) \quad (11.73)
$$

where an additional factor $\mu_{\text{max}}^2$ has been added to the big-O term; it arises from the fact that $\|M A_2 \Sigma A_1^T M\| = \text{Tr}(\Sigma) \cdot O(\mu_{\text{max}}^2)$. Note that we are keeping the factor $\text{Tr}(\Sigma)$ explicit on the right-hand side of (11.73); this is convenient.
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for later use in (11.92) — the reason we have Tr(Σ) in (11.73) is because ∥Σ∥ ≤ Tr(Σ) for any Hermitian positive semi-definite Σ. Using again the fact that |Tr(X)| ≤ c ∥X∥ for any square matrix X, we conclude that

\[
\limsup_{i \to \infty} \left| \mathbb{E} \|s_i^2\|_{M,A_2}^2 - \text{Tr}(\Sigma Y) \right| = \text{Tr}(\Sigma) \cdot O \left( \mu_{\text{max}}^{2+ (\gamma'/2)} \right) = b_1
\]

(11.74)
in terms of the absolute value of the difference and where we are denoting the value of the limit superior by the nonnegative number \(b_1\); we know from (11.74) that \(b_1 \equiv \text{Tr}(\Sigma) \cdot O(\mu_{\text{max}}^{2+ (\gamma'/2)})\). The same argument that led to (11.15) then gives for \(i \gg 1\):

\[
\text{Tr}(\Sigma Y) - b_o \leq \mathbb{E} \left( \|s_i^2\|_{M,A_2}^2 - \text{Tr}(\Sigma Y) \right) \leq \text{Tr}(\Sigma Y) + b_o
\]

(11.75)

for some nonnegative constant \(b_o \equiv \text{Tr}(\Sigma) \cdot O(\mu_{\text{max}}^{2+ (\gamma'/2)})\). It follows from (11.75) that we can also write for \(i \gg 1\):

\[
\mathbb{E} \left( \|s_i^2\|_{M,A_2}^2 - \text{Tr}(\Sigma Y) \right) = \text{Tr}(\Sigma Y) + \text{Tr}(\Sigma) \cdot O \left( \mu_{\text{max}}^{2+ (\gamma'/2)} \right)
\]

(11.76)

Substituting (11.75) into (11.70) we obtain for \(i \gg 1\):

\[
\mathbb{E} \|z_i\|_\Sigma^2 \leq \mathbb{E} \left( \|z_{i-1}\|_\Sigma^2 \right) + \text{Tr}(\Sigma Y) + b_o
\]

(11.77)

\[
\mathbb{E} \|z_i\|_\Sigma^2 \geq \mathbb{E} \left( \|z_{i-1}\|_\Sigma^2 \right) + \text{Tr}(\Sigma Y) - b_o
\]

(11.78)

Using the sub-additivity and super-additivity properties (4.117)–(4.118) of the limit superior and limit inferior operations, we conclude from the above relations that:

\[
\limsup_{i \to \infty} \mathbb{E} \|z_i\|_\Sigma^2 \leq \limsup_{i \to \infty} \mathbb{E} \left( \|z_{i-1}\|_\Sigma^2 \right) + \text{Tr}(\Sigma Y) + b_o
\]

(11.79)

\[
\liminf_{i \to \infty} \mathbb{E} \|z_i\|_\Sigma^2 \geq \liminf_{i \to \infty} \mathbb{E} \left( \|z_{i-1}\|_\Sigma^2 \right) + \text{Tr}(\Sigma Y) - b_o
\]

(11.80)

Grouping terms we get:

\[
\limsup_{i \to \infty} \mathbb{E} \|z_i\|_{B^*}^2 - \text{Tr}(\Sigma Y) \leq b_o
\]

(11.81)

\[
\liminf_{i \to \infty} \mathbb{E} \|z_i\|_{B^*}^2 - \text{Tr}(\Sigma Y) \geq b_o
\]

(11.82)

and, consequently, by using the fact that the limit inferior of a sequence is upper bounded by its limit superior, we obtain the following inequality relation:
Recalling that $b_o = \text{Tr}(\Sigma) \cdot O\left(\mu_{\text{max}}^2 + (\gamma'/2)\right)$, we conclude that the limit superior and limit inferior of the error variance satisfy:

$$
\limsup_{i \to \infty} E \|z_i\|^2_{\Sigma-B^*\Sigma B} = \text{Tr}(\Sigma Y) + \text{Tr}(\Sigma) \cdot O\left(\mu_{\text{max}}^2 + (\gamma'/2)\right)
$$

$$
\liminf_{i \to \infty} E \|z_i\|^2_{\Sigma-B^*\Sigma B} = \text{Tr}(\Sigma Y) - \text{Tr}(\Sigma) \cdot O\left(\mu_{\text{max}}^2 + (\gamma'/2)\right)
$$

We can now use (11.84) to justify (11.46). To do so, it is useful to review first two properties of block Kronecker products, which will be used in the derivation.

Thus, consider an arbitrary square matrix $C$ with block entries, say, of size $hM \times hM$ each. We let the notation $\text{bvec}(C)$ denote the vector that is obtained by vectorizing each block entry of the matrix and then stacking the resulting columns on top of each other — see expression (F.5) in the appendix. It is then well-known that the following properties from Table F.2 in the appendix hold for arbitrary matrices $\{U, W, C\}$ with block entries of compatible dimensions and in terms of the block Kronecker product operation defined by (F.2) in the same appendix:

$$
\text{bvec}(UCW) = (W^T \otimes_b U)\text{bvec}(C)
$$

(11.86)

$$
\text{Tr}(CW) = (\text{bvec}(W^T))^T \text{bvec}(C)
$$

(11.87)

Returning to (11.84), we recall that we are free to choose the weighting matrix $\Sigma$. Assume we select $\Sigma$ as the solution to the following (discrete-time) Lyapunov equation:

$$
\Sigma - B^*\Sigma B = I_{hM N}
$$

(11.88)

We know from (9.173) that the matrix $B$ is stable for sufficiently small step-sizes. Accordingly, we are guaranteed from the statement of Lemma F.2 that the above Lyapunov equation has a unique solution $\Sigma$ and, moreover, this solution is Hermitian and non-negative definite, as desired. The advantage of this choice for $\Sigma$ is that it reduces the weighting matrix on the mean-square value of $z_i$ in (11.84) to the identity matrix. We can then focus on evaluating the value of the right-hand side of expression (11.84).

For this purpose, we start by applying the block vectorization operation to both sides of (11.88) and use (11.86) to find that

$$
\text{bvec}(\Sigma) - (B^T \otimes_b B^*) \text{bvec}(\Sigma) = \text{bvec}(I_{hM N})
$$

(11.89)
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so that in terms of the matrix $\mathcal{F}$ defined by (11.56), which is also stable, we can write

$$bvec(\Sigma) = (I - \mathcal{F})^{-1}bvec(I_{hMN}) \tag{11.90}$$

Now, substituting this $\Sigma$ into (11.84), we obtain $E\|z_i\|^2$ on the left-hand side while the term $\text{Tr}(\Sigma \mathcal{Y})$ on the right-hand side becomes:

$$\text{Tr}(\Sigma \mathcal{Y}) \overset{(11.87)}{=} (bvec(Y^T))^T bvec(\Sigma) = (bvec(Y^T))^T (I - \mathcal{F})^{-1}bvec(I_{hMN}) \tag{11.91}$$

Likewise, the second term on the right-hand side of (11.84) becomes:

$$O\left(\mu_2 + \left(\frac{\gamma'}{2}\right)\max \{ \cdot \} \right) \overset{(11.87)}{=} O\left(\mu_2 + \left(\frac{\gamma'}{2}\right)\max \{ \cdot \} \right) \tag{11.92}$$

But since $\mathcal{F}$ is a stable matrix, we can employ the expansion

$$(I - \mathcal{F})^{-1} = I + \mathcal{F} + \mathcal{F}^2 + \mathcal{F}^3 + \ldots \overset{(11.56)}{=} I + (B^T \otimes_b B^*) + \left((B^T)^2 \otimes_b (B^*)^2\right) + \ldots \tag{11.93}$$

and appeal to properties (11.86) and (11.87) again, to validate the identities:

$$[bvec(Y^T)]^T (I - \mathcal{F})^{-1}bvec(I_{hMN}) = \sum_{n=0}^{\infty} \text{Tr}[B^n \mathcal{Y}(B^*)^n] \tag{11.94}$$

$$bvec(I_{hMN}))^T (I - \mathcal{F})^{-1}bvec(I_{hMN}) = \sum_{n=0}^{\infty} \text{Tr}[(B^*)^nB^n] \tag{11.95}$$

The two series that appear in the above expressions converge to the trace values of certain Lyapunov solutions. To see this, let

$$\mathcal{X}' \triangleq \sum_{n=0}^{\infty} (B^*)^nB^n, \quad \mathcal{X} \triangleq \sum_{n=0}^{\infty} B^n \mathcal{Y}(B^*)^n \tag{11.96}$$

Then, these series correspond, respectively, to the unique solutions of the following Lyapunov equations (cf. Lemma F.2 from the appendix):

$$\mathcal{X}' - B^*\mathcal{X}'B = I_{hMN} \tag{11.97}$$

$$\mathcal{X} - B\mathcal{X}B^* = \mathcal{Y} \tag{11.98}$$
Moreover, the matrices $\mathcal{X}$ and $\mathcal{X}'$ so defined are Hermitian and nonnegative-definite (note for $\mathcal{X}$ that the matrix $\mathcal{Y}$ defined by (11.54) is Hermitian and non-negative definite). Therefore, we have established so far that

$$
\limsup_{i \to \infty} E \|z_i\|^2 = \text{Tr}(\mathcal{X}) + \text{Tr}(\mathcal{X}') \cdot O\left(\mu_{\text{max}}^{2+\gamma'/2}\right) \quad (11.99)
$$

We now verify that $\text{Tr}(\mathcal{X'}) = O(1/\mu_{\text{max}})$ — see (11.103); this result will permit us to assess the size of the second term on the right-hand side of (11.99) — see (11.104).

Applying the bvec operation to both sides of (11.97) and using (11.86) we find that

$$
bvec(\mathcal{X'}) = (I - \mathcal{F})^{-1}bvec(I) \quad (11.100)
$$

Then,

$$
\|bvec(\mathcal{X'})\| \leq \|(I - \mathcal{F})^{-1}\| \|bvec(I)\| \\
\overset{(a)}{\leq} r \cdot \|(I - \mathcal{F})^{-1}\|_1 \|bvec(I)\| \\
\overset{(9.243)}{=} O(1/\mu_{\text{max}}) \quad (11.101)
$$

where in step (a) we used a positive constant $r$ to account for the fact that matrix norms are equivalent (cf. (F.6) in the appendix). We can use this result to bound the trace of $\mathcal{X}'$ as follows.

Let $L \times L$ denote the dimensions of $\mathcal{X}'$; we know that $L = hNM$. Let further $\{x'_{nn}, n = 1, 2, \ldots, L\}$ denote the diagonal entries of $\mathcal{X}'$. Since $\mathcal{X}' \geq 0$, we know that $x'_{nn} \geq 0$. We collect the diagonal entries of $\mathcal{X}'$ into the column vector $b = \text{col}\{x'_{nn}\}$. Then, for any two vectors $a$ and $b$ of compatible dimensions, we use the Cauchy-Schwartz inequality $(a^*b)^2 \leq \|a\|^2 \|b\|^2$ to conclude that

$$
(\text{Tr}(\mathcal{X}'))^2 \overset{\Delta}{=} \left(\sum_{n=1}^{L} x'_{nn}\right)^2 \\
= (1^Tb)^2 \\
\leq \|1\|^2 \|b\|^2 \\
= L \cdot \|b\|^2 \\
\overset{(11.101)}{=} L \cdot \|bvec(\mathcal{X}')\|^2 \\
= O(1/\mu_{\text{max}}^2) \quad (11.102)
$$

and, therefore,

$$
\text{Tr}(\mathcal{X}') = O\left(1/\mu_{\text{max}}\right) \quad (11.103)
$$
It follows that
\[
O \left( \mu_{\text{max}}^{2+\left(\gamma'/2\right)} \right) \cdot \text{Tr}(\mathcal{A}') = O \left( \mu_{\text{max}}^{1+\left(\gamma'/2\right)} \right) \tag{11.104}
\]

Returning to (11.99), we conclude that
\[
\limsup_{i \to \infty} E \left\| z_i \right\|^2 = \text{Tr}(\mathcal{X}) + O \left( \mu_{\text{max}}^{1+\gamma_m} \right) \tag{11.105}
\]

and, consequently, using (11.68), we obtain the following two equivalent characterizations for the network MSD:
\[
\limsup_{i \to \infty} \frac{1}{2N} E \left\| \tilde{w}_i \right\|^2 = \frac{1}{2N} \text{Tr}(\mathcal{X}) + O \left( \mu_{\text{max}}^{1+\gamma_m} \right) \tag{11.106}
\]
\[
= \frac{1}{2N} \sum_{n=0}^{\infty} \text{Tr} \left[ \mathcal{B}^n \mathcal{Y} (\mathcal{B}^*)^n \right] + O \left( \mu_{\text{max}}^{1+\gamma_m} \right) \tag{11.107}
\]

with $\gamma_m$ replacing $\gamma'/2$. These results, along with the arguments leading to them, justify expressions (11.46) and (11.58)–(11.60). Observe in particular from (11.54) and (9.243) that the term on the left-hand side of (11.94) is $O(\mu_{\text{max}})$ since $\left\| \mathcal{Y} \right\| = O(\mu_{\text{max}}^2)$ and $\left\| (I - \mathcal{F})^{-1} \right\| = O(1/\mu_{\text{max}})$. Therefore, the value of $\text{Tr}(\mathcal{X})$ in (11.60) is $O(\mu_{\text{max}})$, which dominates the factor $O(\mu_{\text{max}}^{1+\gamma_m})$.

Similarly, if we start from (11.85) instead, and apply the same arguments we would arrive at the following equivalent expressions:
\[
\liminf_{i \to \infty} \frac{1}{2N} E \left\| \tilde{w}_i \right\|^2 = \frac{1}{2N} \text{Tr}(\mathcal{X}) - O \left( \mu_{\text{max}}^{1+\gamma_m} \right) \tag{11.108}
\]
\[
= \frac{1}{2N} \sum_{n=0}^{\infty} \text{Tr} \left[ \mathcal{B}^n \mathcal{Y} (\mathcal{B}^*)^n \right] - O \left( \mu_{\text{max}}^{1+\gamma_m} \right) \tag{11.109}
\]

This last result is not needed in the current derivation but is referred to later in Example 11.7.

We can also assess the mean-square performance of the individual agents in the network from (11.77). Let us introduce the $N \times N$ block diagonal matrix $\mathcal{J}_k$ defined by (11.57) with blocks of size $hM \times hM$, where all blocks on the diagonal are zero except for an identity matrix on the diagonal block of index $k$. Then, the error variance for agent $k$ satisfies:
\[
\limsup_{i \to \infty} \frac{1}{2} E \left\| \tilde{w}_i \right\|^2_{\mathcal{J}_k} = \limsup_{i \to \infty} \frac{1}{2} E \left\| z_i \right\|^2_{\mathcal{J}_k} + O(\mu_{\text{max}}^{3/2}) \tag{11.110}
\]

The same argument that was used to obtain expression (11.46) for the network mean-square-error can then be repeated to give (11.45) and (11.61).
With regards to the convergence rate of $E\|\tilde{w}_{k,i}\|^2$ towards the region (11.45), we substitute (11.76) into (11.70) to write for $i \gg 1$:

$$E\|z_i\|_{\Sigma}^2 = E\left(\|z_{i-1}\|_{B^*\Sigma B}^2 + \text{Tr}(\Sigma Y) + \text{Tr}(\Sigma) \cdot O\left(\mu_{\max}^{2+(\gamma'/2)}\right)\right)$$ (11.111)

Selecting the origin of time at some large time and iterating from there:

$$E\|z_i\|^2 = E\|z_{-1}\|_{(B^*)^{i+1} B^{i+1}}^2 + \sum_{n=0}^{i} \text{Tr} \left[ B^n Y (B^*)^n \right] + o(\mu^2)$$ (11.112)

The first-term on the right-hand side corresponds to a transient component that dies out with time. The rate of its convergence towards zero determines the rate of convergence of $E\|z_i\|^2$ towards its steady-state region. This rate can be characterized as follows. Note that, using properties (11.86)–(11.87) for block Kronecker products, we can express the weighted variance of $z_{-1}$ as the following trace relation in terms of its un-weighted covariance matrix, which we denote by $R_z = E(z_{-1}z_{-1}^*)$:

$$E\|z_{-1}\|_{(B^*)^{i+1} B^{i+1}}^2 = E \left( z_{-1}^* (B^*)^{i+1} B^{i+1} z_{-1} \right)$$

$$= \text{Tr} \left( (B^*)^{i+1} B^{i+1} R_z \right)$$

$$= \left[ \text{bvec} \left( R_z^T \right) \right]^T \text{bvec} \left( (B^*)^{i+1} B^{i+1} \right)$$

$$= \left[ \text{bvec}(R_z^T) \right]^T \left( (B^T)^{i+1} \otimes_b (B^*)^{i+1} \right) \text{bvec}(I)$$ (11.113)

It is clear now that the convergence rate of the transient component is dictated by the spectral radius of the matrix multiplying $\text{bvec}(I)$, namely, by

$$\rho \left( (B^T)^{i+1} \otimes_b (B^*)^{i+1} \right) = \left( [\rho(B)]^2 \right)^{i+1}$$ (11.114)

We conclude that the convergence rate of $E\|z_i\|^2$ towards the steady-state regime is dictated by $[\rho(B)]^2$ since this value characterizes the slowest rate at which the transient term dies out. Therefore, using (9.173) and the relation $(1-x)^2 = 1 - 2x + O(x^2)$, we can approximate the convergence rate to first-order in $\mu$ as follows:

$$[\rho(B)]^2 = \left[ 1 - \lambda_{\min} \left( \sum_{k=1}^{N} q_k H_k \right) + O \left( \mu_{\max}^{(N+1)/N} \right) \right]^2$$

$$= 1 - 2\lambda_{\min} \left( \sum_{k=1}^{N} q_k H_k \right) + O \left( \mu_{\max}^{(N+1)/N} \right)$$ (11.115)
Example 11.1 (Steady-state region for MSE networks). Let us consider the case of MSE networks, defined earlier in Example 6.3, where the data \( \{ d_k(i), u_{k,i} \} \) satisfy the linear regression model (6.14) and where the cost function associated with each agent is the mean-square-error cost, \( J_k(w) = E |d_k(i) - u_{k,i}w|^2 \).

We showed in Example 6.1 that in this case, all individual costs are minimized at the same location \( w^o \). It follows that the reference vectors \( w^o \) and \( w^\star \) will coincide and, therefore, the bias vector \( b^r \) that appears in the error recursion (10.2) will be zero (as is evident from the definition of its entries in (8.136)). Moreover, the matrices \( H_{k,i-1} \) and \( H_k \) defined by (10.6) and (10.9), respectively, will coincide with each other since the Hessian matrix \( \nabla^2 w J_k(w) \) will be constant for all \( w \). Thus, in this case, we get:

\[
H_{k,i-1} = H_k = \nabla^2 w J_k(w^o) \tag{11.116}
\]

As a result, the perturbation term \( c_{i-1} \) in (10.13) will be identically zero and recursions (10.13) and (10.19) will therefore coincide (including having \( b^e = 0 \)). Both models (i.e., the actual error recursion and the long-term error recursion) will then have the same MSD expressions. Therefore, we can rely on expression (11.68) without the need for the additional error factor \( O(\mu_{max}^{3/2}) \).

We know from the earlier result (4.16) that \( \gamma = 2 \) for mean-square-error costs. Using this value for \( \gamma \) in the derivation leading to (11.107), and ignoring the correction by \( O(\mu_{max}^{3/2}) \), we arrive instead at

\[
\limsup_{i \to \infty} \frac{1}{2N} E \| \tilde{w}_i^e \|^2 = \frac{1}{2N} \sum_{n=0}^{\infty} \text{Tr} [B^n Y (B^*)^n] + O(\mu_{max}^2) \tag{11.117}
\]

with an approximation error in the order of \( O(\mu_{max}^2) \) rather than the term \( O(\mu_{max}^{3/2}) \) that would result from (11.107) if we use \( \gamma_m = 1/2 \). We conclude that for MSE networks, the results of Theorem 11.2 are valid with the approximation error \( O(\mu_{max}^{1+\gamma_m}) \) in (11.45)–(11.46) replaced by the smaller factor \( O(\mu_{max}^2) \).

MSD Performance

We now use the result of Theorem 11.2 to derive an expression for the MSD performance of each agent and for the entire network. We will do so by appealing to the useful low-rank approximation (9.244). Two observations are in place in relation to the forthcoming result (11.118). First, observe from (11.118) the interesting conclusion that the consensus and diffusion strategies represented by (8.46) are able to equalize the MSD performance across all agents for sufficiently small step-sizes.
This is a reassuring property since it means that all agents, regardless of the quality of their data, will end up achieving similar performance levels. At the same time, we remark that although expression (11.118) suggests that the performance of consensus and diffusion strategies match to first-order in $\mu_{\text{max}}$, differences in performance actually occur for larger step-sizes with ATC diffusion exhibiting superior performance. These differences are illustrated and explained further ahead in Example 11.4, and also Examples 11.11–11.13.

**Lemma 11.3 (Network MSD performance).** Under the same conditions of Theorem 11.2, it holds that

\[
\text{MSD}_{\text{dist},k} = \text{MSD}_{\text{dist},\text{av}} = \frac{1}{2h} \text{Tr} \left( \sum_{k=1}^{N} q_k H_k \right)^{-1} \left( \sum_{k=1}^{N} q_k^2 G_k \right) \quad (11.118)
\]

where $h = 1$ for real data and $h = 2$ for complex data.

**Proof.** We establish the result for $h = 2$ without loss of generality by extending the argument from [71, 278] to the current context. According to definition (11.37), and expressions (11.45) and (11.61), we need to evaluate the following limit:

\[
\text{MSD}_{\text{dist},k} = \mu_{\text{max}} \left( \lim_{\mu_{\text{max}} \to 0} \lim_{i \to \infty} \frac{1}{\mu_{\text{max}}} \left( \text{bvec} \left( Y^T \right) \right)^T (I - F)^{-1} \text{bvec} \left( J_k \right) \right) \quad (11.119)
\]

We focus on the rightmost factor inside the above expression. Using (9.244), along with the first line in (9.275), we get:

\[
\left( \text{bvec} \left( Y^T \right) \right)^T (I - F)^{-1} \text{bvec} \left( J_k \right) = O(\mu_{\text{max}}^2) + \quad (11.120)
\]

\[
\left( \text{bvec} \left( Y^T \right) \right)^T (p \otimes I_{2M}) \otimes_b (p \otimes I_{2M}) Z^{-1} (I^T \otimes I_{2M}) \otimes_b (I^T \otimes I_{2M}) \text{bvec} \left( J_k \right)
\]

Using the Kronecker product property (11.86), it is straightforward to verify that the last three terms combine into the following result, where the bvec operation is relative to blocks of size $2M \times 2M$:

\[
\left[ (I^T \otimes I_{2M}) \otimes_b (I^T \otimes I_{2M}) \right] \text{bvec} \left( J_k \right) = \text{vec}(I_{2M}) \quad (11.121)
\]

with the rightmost term involving the traditional (not block) vec operator. Let us therefore evaluate the matrix vector product:

\[
x \triangleq Z^{-1} \text{vec}(I_{2M}) \quad (11.122)
\]
This vector is the unique solution to the linear system of equations

\[ Zx = \text{vec}(I_{2M}) \]  

(11.123)

or, equivalently, by using definition (9.245) for \( Z \):

\[
\left( \sum_{k=1}^{N} q_k (I_{2M} \otimes H_k) \right) x + \left( \sum_{k=1}^{N} q_k (H_k^T \otimes I_{2M}) \right) x = \text{vec}(I_{2M})
\]

(11.124)

Let \( X = \text{unvec}(x) \) denote the \( 2M \times 2M \) matrix whose vector representation is \( x \). Applying to each of the terms appearing on the left-hand side of the above expression the Kronecker product property (11.87), albeit using vec instead of bvec operations, namely,

\[
\text{vec}(UCW) = (WT \otimes U)\text{vec}(C)
\]

(11.125)

we find that

\[
\left( \sum_{k=1}^{N} q_k (I_{2M} \otimes H_k) \right) x = \text{vec} \left\{ \left( \sum_{k=1}^{N} q_k H_k \right) X \right\}
\]

(11.126)

\[
\left( \sum_{k=1}^{N} q_k (H_k^T \otimes I_{2M}) \right) x = \text{vec} \left\{ X \left( \sum_{k=1}^{N} q_k H_k \right) \right\}
\]

(11.127)

We conclude from these equalities and from (11.124) that \( X \) is the unique solution to the (continuous-time) Lyapunov equation (cf. Lemma F.3 from the appendix):

\[
\left( \sum_{k=1}^{N} q_k H_k \right) X + X \left( \sum_{k=1}^{N} q_k H_k \right) = I_{2M}
\]

(11.128)

It is straightforward to verify that the solution \( X \) is given by

\[
X = \frac{1}{2} \left( \sum_{k=1}^{N} q_k H_k \right)^{-1}
\]

(11.129)

Therefore, substituting into (11.120) gives

\[
(b\text{vec}(Y^T))^T (I - F)^{-1} b\text{vec}(J_k) = (b\text{vec}(Y^T))^T [(p \otimes I_{2M}) \otimes_b (p \otimes I_{2M})] \text{vec}(X) + O(p_{\text{max}}^2)
\]

(11.130)

Using the Kronecker product properties (11.87) and (11.125) again, we obtain
(bvec \(Y^T\))^T [(p \otimes I_{2M}) \otimes_b (p \otimes I_{2M})] \text{vec}(X)

\[= \text{Tr} \left[ \text{unbvec} \left\{ (p \otimes I_{2M}) \otimes_b (p \otimes I_{2M}) \text{vec}(X) \right\} Y \right] \]
\[= \text{Tr} \left[ (p \otimes I_{2M}) X \left( p^T \otimes I_{2M} \right) Y \right] \]
\[= \text{Tr} \left[ (p^T \otimes I_{2M}) A_1^T M S M A_2 (p \otimes I_{2M}) X \right] \]
\[= \text{Tr} \left[ (q^T \otimes I_{2M}) S (q \otimes I_{2M}) X \right] \]

\[(11.129) = \frac{1}{2} \text{Tr} \left[ \left( \sum_{k=1}^{N} q_k H_k \right)^{-1} \left( \sum_{k=1}^{N} q_k^2 G_k \right) \right] \] (11.131)

Grouping terms we conclude that:

\[(bvec \left(Y^T\right))^T (I - \mathcal{F})^{-1} bvec(J_k) \]

\[= \frac{1}{2} \text{Tr} \left[ \left( \sum_{k=1}^{N} q_k H_k \right)^{-1} \left( \sum_{k=1}^{N} q_k^2 G_k \right) \right] + O(\mu_{\text{max}}^2) \] (11.132)

We know from the definition of the scalars \(\{q_k\}\) in (9.7) that each \(q_k\) is proportional to \(\mu_{\text{max}}\). Therefore, the first term on the right-hand side of the above expression is linear in \(\mu_{\text{max}}\). Now substituting (11.132) into the right-hand side of (11.119) and computing the limit as \(\mu_{\text{max}} \to 0\), we arrive at expression (11.118) for the performance of the individual agents. Since this expression is independent of the index of the agent, by averaging over all agents, we find that the network performance is given by the same expression.

\[\square\]

**Example 11.2** (MSD performance of consensus and diffusion networks). We specialize the main result of Lemma 11.3 to the consensus and diffusion strategies, which correspond to the choices \(\{A_o, A_1, A_2\}\) shown earlier in (8.7)–(8.10) in terms of a single combination matrix \(A\), namely,

- **consensus:** \(A_o = A, \ A_1 = I_N = A_2\) \hspace{1cm} (11.133)
- **CTA diffusion:** \(A_1 = A, \ A_2 = I_N = A_o\) \hspace{1cm} (11.134)
- **ATC diffusion:** \(A_2 = A, \ A_1 = I_N = A_o\) \hspace{1cm} (11.135)

In these cases, the Perron eigenvector \(p\) defined by (9.9) will correspond to the Perron eigenvector associated with \(A\):

\[Ap = p, \quad \mathbb{1}^T p = 1, \quad p_k > 0 \] (11.136)
Consequently, the entries $q_k$ defined by (9.7) will reduce to

$$q_k = \mu_k p_k$$

Using these facts in (11.118) we obtain

$$\text{MSD}_{\text{dist},k} = \text{MSD}_{\text{dist},\text{av}} = \frac{1}{2h} \text{Tr} \left[ \left( \sum_{k=1}^{N} \mu_k p_k H_k \right)^{-1} \left( \sum_{k=1}^{N} \mu_k^2 p_k^2 G_k \right) \right]$$

(11.138)

where $h = 1$ for real data and $h = 2$ for complex data. Moreover, the convergence rate of the error variances, $\mathbb{E} \| \tilde{w}_{k,i} \|^2$, towards this MSD value is determined by

$$\alpha_{\text{dist}} = 1 - 2\lambda_{\text{min}} \left( \sum_{k=1}^{N} \mu_k p_k H_k \right) + O \left( \mu^{(N+1)/N} \right)$$

(11.139)

where $\alpha_{\text{dist}} \in (0,1)$. When $A$ is doubly-stochastic, and the step-sizes are uniform across the agents so that $\mu_k \equiv \mu$, the above expressions reduce to

$$\text{MSD}_{\text{dist},\text{av}} = \frac{\mu}{2hN} \text{Tr} \left[ \left( \sum_{k=1}^{N} H_k \right)^{-1} \left( \sum_{k=1}^{N} G_k \right) \right]$$

(11.140)

$$\alpha_{\text{dist}} = 1 - 2\mu \frac{1}{N} \lambda_{\text{min}} \left( \sum_{k=1}^{N} H_k \right) + o(\mu)$$

(11.141)

Comparing these expressions with (5.65) and (5.67) we observe that, to first-order in $\mu$, the distributed solution is able to match the performance of the centralized solution for doubly-stochastic policies.

Observe further from (11.138) that, for sufficiently small step-sizes, the consensus and diffusion strategies are able to equalize the MSD performance across all agents. It is also instructive to compare expression (11.138) with (5.79) and (5.65) in the non-cooperative and centralized cases. Note that the effect of distributed cooperation results in the appearance of the scaling coefficients $\{p_k\}$; these factors are determined by the combination policy $A$.

Example 11.3 (MSD performance of MSE networks — Case I). We revisit the setting of Example 6.3, where the data $\{d_k(i), u_{k,i}\}$ satisfy the linear regression model (6.14) and where the cost associated with each agent is the mean-square-error cost, $J_k(w) = \mathbb{E} |d_k(i) - u_{k,i}w|^2$. As mentioned earlier, we already know from Example 6.1 that, in this case, the reference vectors $u^o$...
and $w^*$ coincide. We assume the agents employ uniform step-sizes and sense regression data with uniform covariance matrices, i.e., $\mu_k \equiv \mu$ and $R_{a,k} \equiv R_u$ for $k = 1, 2, \ldots, N$. We can assess the performance of the resulting consensus network (cf. Example 7.2) or diffusion network (cf. Example 7.3) as follows. In the current setting, and assuming complex data for generality, we know from (8.15) that

$$R_{s,k} \triangleq \lim_{i \to \infty} E \left[ s_{k,i}(w^o)s^*_{k,i}(w^o) \mid \mathcal{F}_{i-1} \right] = \sigma^2_{v,k} R_{a,k}$$

Therefore, using the definitions (11.12), we have:

$$H_k = \begin{bmatrix} R_u & 0 \\ 0 & R_u^T \end{bmatrix} \equiv H, \quad G_k = \sigma^2_{v,k} \begin{bmatrix} R_u \times & R_u^T \end{bmatrix}$$

where the off-diagonal block entries of $G_k$ are not needed since $H_k$ is block-diagonal. Substituting into (11.138), and using $h = 2$ for complex data, we conclude that the MSD performance of consensus or diffusion LMS networks is given by:

$$\text{MSD}_{\text{dist},k} = \text{MSD}_{\text{dist},\text{av}} = \frac{\mu M}{2} \left( \sum_{k=1}^{N} p_k^2 \sigma^2_{v,k} \right)$$

If the combination matrix $A$ happens to be doubly stochastic, then $p = 1/N$. Substituting $p_k = 1/N$ into (11.144) gives

$$\text{MSD}_{\text{dist},k} = \text{MSD}_{\text{dist},\text{av}} = \frac{\mu M}{2} \frac{1}{N^2} \left( \sum_{k=1}^{N} \sigma^2_{v,k} \right)$$

which agrees with the expression that would result from (5.65) for the centralized LMS solution in the complex case, namely,

$$\text{MSD}_{\text{cent}} = \frac{\mu M}{2} \frac{1}{N} \left( \frac{1}{N} \sum_{k=1}^{N} \sigma^2_{v,k} \right)$$

Therefore, the distributed strategies are able to match the performance of the centralized solution for doubly stochastic combination policies. Observe though that, more generally, when $A$ is not doubly-stochastic, the scaling factors $\{p_k^2\}$ appear in (11.144).

If the step-sizes were different across the agents, then we would instead obtain from (11.138) the following expression for the network performance:

$$\text{MSD}_{\text{dist},k} = \text{MSD}_{\text{dist},\text{av}} = \frac{M}{2} \left( \sum_{k=1}^{N} \mu_k p_k \right)^{-1} \left( \sum_{k=1}^{N} \mu_k^2 p_k^2 \sigma^2_{v,k} \right)$$
Another situation of interest is when the combination weights \( \{a_{\ell k}\} \) are selected according to the averaging (or uniform) rule we encountered earlier in (8.89), namely,
\[
a_{\ell k} = \begin{cases} 
1/n_k, & \ell \in \mathcal{N}_k \\
0, & \text{otherwise}
\end{cases} \quad (11.148)
\]
where
\[
n_k \triangleq |\mathcal{N}_k| \quad (11.149)
\]
denotes the size of the neighborhood of agent \( k \) (or its degree). In this case, the matrix \( A \) will be left-stochastic and the entries of the corresponding Perron eigenvector are given by:
\[
p_k = n_k \left( \sum_{m=1}^{N} n_m \right)^{-1} \quad (11.150)
\]
Then, expression (11.144) gives
\[
\text{MSD}_{\text{dist},k} = \text{MSD}_{\text{dist},\text{av}} = \frac{\mu M}{2} \left( \sum_{k=1}^{N} n_k \right)^{-2} \left( \sum_{k=1}^{N} n_k^2 \sigma_{v,k}^2 \right) \quad (11.151)
\]
which would reduce to (11.145) when the degrees of all agents are uniform, i.e., \( n_k \equiv n \).

**Example 11.4** (MSD performance of MSE networks — Case II). We continue with the scenario of Example 11.3 for MSE networks except that we now assume that the regression covariance matrices are not necessarily uniform but chosen of the form \( R_{u,k} = \sigma_{u,k}^2 I_M \). In this case, the expressions for \( \{H_k, G_k\} \) in (11.143) become
\[
H_k = \sigma_{u,k}^2 \begin{bmatrix} I_M & 0 \\ 0 & I_M \end{bmatrix}, \quad G_k = \sigma_{v,k}^2 \sigma_{u,k}^2 \begin{bmatrix} I_M & \times \\ \times & I_M \end{bmatrix} \quad (11.152)
\]
We can assess the performance of the resulting consensus network (cf. Example 7.2) or diffusion network (cf. Example 7.3) by substituting these values into (11.138), and using \( h = 2 \) for complex data, to get:
\[
\text{MSD}_{\text{dist},k} = \text{MSD}_{\text{dist},\text{av}} = \frac{M}{2} \left( \sum_{k=1}^{N} \mu_k p_k^2 \sigma_{v,k}^2 \sigma_{u,k}^2 \right) \left( \sum_{k=1}^{N} \mu_k p_k \sigma_{u,k}^2 \right)^{-1} \quad (11.153)
\]
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If the combination matrix $A$ happens to be doubly stochastic, then $p = 1/N$. Substituting $p_k = 1/N$ into (11.153) gives

$$\text{MSD}_{\text{dist},k} = \text{MSD}_{\text{dist},\text{av}} = \frac{M}{2N} \left( \sum_{k=1}^{N} \mu_k^2 \sigma^2_{v,k} \sigma^2_{u,k} \right) \left( \sum_{k=1}^{N} \mu_k \sigma^2_{u,k} \right)^{-1}$$

(11.154)

On the other hand, if the combination weights $\{a_{\ell k}\}$ are selected according to the averaging rule (11.148), we would then substitute (11.150) into (11.153) to give

$$\text{MSD}_{\text{dist},k} = \text{MSD}_{\text{dist},\text{av}} = \frac{M}{2} \left( \sum_{k=1}^{N} n_k \right)^{-1} \left( \sum_{k=1}^{N} \mu_k^2 n_k^2 \sigma^2_{v,k} \sigma^2_{u,k} \right) \left( \sum_{k=1}^{N} \mu_k n_k \sigma^2_{u,k} \right)^{-1}$$

(11.155)

If the step-sizes are uniform across all agents, the above expression becomes

$$\text{MSD}_{\text{dist},k} = \text{MSD}_{\text{dist},\text{av}} = \frac{\mu M}{2} \left( \sum_{k=1}^{N} n_k \right)^{-1} \left( \sum_{k=1}^{N} n_k^2 \sigma^2_{v,k} \sigma^2_{u,k} \right) \left( \sum_{k=1}^{N} n_k \sigma^2_{u,k} \right)^{-1}$$

(11.156)

We illustrate these results numerically for the case of the averaging rule (11.148) with uniform step-sizes across the agents. Figure 11.1 shows the connected network topology with $N = 20$ agents used for this simulation, with the measurement noise variances, $\{\sigma^2_{v,k}\}$, and the power of the regression data, assumed of the form $R_{u,k} = \sigma^2_{u,k} I_M$, shown in the plots of Figure 11.2, respectively. All agents are assumed to have a non-trivial self-loop so that the neighborhood of each agent includes the agent itself as well. The resulting network is therefore strongly-connected.

Figures 11.3 and 11.4 plot the evolution of the ensemble-average learning curves, $1/N \mathbb{E} \| \tilde{w}_i \|^2$, for consensus, ATC diffusion, and CTA diffusion for two choices of the step-size parameter: a smaller value at $\mu = 0.002$ and a second larger value at $\mu = 0.01$. The curves are obtained by averaging the trajectories $\{1/N \| \tilde{w}_i \|^2\}$ over 100 repeated experiments. The labels on the vertical axes in the figures refer to the learning curve $1/N \mathbb{E} \| \tilde{w}_i \|^2$ by writing $\text{MSD}_{\text{dist},\text{av}}(i)$, with an iteration index $i$. Each experiment involves running the consensus (7.14) or diffusion (7.22)-(7.23) LMS recursions with $h = 2$ on complex-valued data $\{d_k(i), u_{k,i}\}$ generated according to the model $d_k(i) = u_{k,i} w^o + v_k(i)$, with $M = 10$. The unknown vector $w^o$ is generated randomly and its norm is normalized to one.
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![A connected network topology consisting of N = 20 agents employing the averaging rule (11.148).](image)

**Figure 11.1:** A connected network topology consisting of \( N = 20 \) agents employing the averaging rule (11.148).

**Table 11.1:** MSD values predicted by expressions (11.178) and (11.156) at the larger step-size value, \( \mu = 0.01 \).

<table>
<thead>
<tr>
<th>algorithm</th>
<th>result (11.178)</th>
<th>result (11.156)</th>
</tr>
</thead>
<tbody>
<tr>
<td>consensus strategy (7.14)</td>
<td>(-42.00) dB</td>
<td>(-44.34) dB</td>
</tr>
<tr>
<td>CTA diffusion strategy (7.22)</td>
<td>(-42.00) dB</td>
<td>(-44.34) dB</td>
</tr>
<tr>
<td>ATC diffusion strategy (7.23)</td>
<td>(-43.42) dB</td>
<td>(-44.34) dB</td>
</tr>
</tbody>
</table>

It is observed in Figure 11.3 that the learning curves tend to the same MSD value predicted by the theoretical expression (11.156), which provides a good approximation for the performance of distributed strategies for small step-sizes. However, it is observed in Figure 11.4 that once the step-size value is increased, differences in MSD performance arise among the algorithms, with ATC diffusion exhibiting the lowest (i.e., best) MSD value. The horizontal lines in this second figure represent the MSD levels that are predicted by future expression (11.178). This latter expression reflects the effect of higher-order terms in \( \mu_{\text{max}} \) and generally leads to an enhanced representation for the error variance of the distributed strategies, while expression (11.156), which
Figure 11.2: Regression data power (left) and measurement noise profile (right) across all agents in the network. The covariance matrices are assumed to be of the form $R_{u,k} = \sigma^2_{u,k}I_M$, and the noise and regression data are Gaussian distributed in this simulation.

is the basis for the results in this example, is an expression for the MSD that is accurate to first-order in $\mu_{\text{max}}$. Table 11.1 lists the MSD values that are predicted by expressions (11.178) and (11.156) at the larger step-size value, $\mu = 0.01$.

**Example 11.5** (Is cooperation always beneficial?) We continue with the discussion from Example 11.3 over MSE networks. If each agent in the network were to estimate $w_o$ on its own in a non-cooperative manner by running its individual LMS learning rule (3.125), then we know from (4.186) that each agent will attain the MSD level shown below:

$$\text{MSD}_{\text{ncop},k} = \frac{\mu M}{2} \sigma^2_{v,k}$$

(11.157)

along with the average performance across all $N$ agents given by:

$$\text{MSD}_{\text{ncop},\text{av}} = \frac{\mu M}{2} \left( \frac{1}{N} \sum_{k=1}^{N} \sigma^2_{v,k} \right)$$

(11.158)

Now assume $A$ is doubly stochastic. Comparing (11.145) with (11.158), it is obvious that

$$\text{MSD}_{\text{dist,av}} = \frac{1}{N} \text{MSD}_{\text{ncop,av}}$$

(11.159)

which shows that, for MSE networks, the consensus and diffusion strategies outperform the average performance of the non-cooperative strategy by a factor of $N$. But how do the performance metrics of an agent compare to
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Figure 11.3: Evolution of the learning curves for three strategies, namely, consensus (7.14), CTA diffusion (7.22), ATC diffusion (7.23), for the smaller step-size at $\mu = 0.002$.

Each other in the distributed and non-cooperative modes of operation? From (11.145) and (11.157) we observe that if the noise variance is uniform across all agents, i.e., $\sigma^2_v,k \equiv \sigma^2_v$, then the MSD of each individual agent in the distributed solution will be smaller by the same factor $N$ than their non-cooperative performance. However, when the noise profile varies across the agents, then the performance metrics of an individual agent in the distributed and non-cooperative solutions cannot be compared directly: one can be larger than the other depending on the noise profile. For example, for $N = 2$, $\sigma^2_v,1 = 1$, and $\sigma^2_v,2 = 9$, agent 1 will not benefit from cooperation while agent 2 will.

Example 11.6 (MSD performance of MSE networks — Case III). We reconsider the setting of Examples 8.8 and 8.11, which deals with a variation of MSE networks where the data model at each agent is instead assumed to be given by

$$d_k(i) = u_{k,i}w_k^o + v_k(i)$$

(11.160)

with the model vectors, $w_k^o$, being possibly different at the various agents. We explained in Example 8.11 that the gradient noise process at agent $k$ is given
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Figure 11.4: Evolution of the learning curves for three strategies, namely, consensus (7.14), CTA diffusion (7.22), ATC diffusion (7.23), for the larger step-size at $\mu = 0.01$.

By expression (8.127), namely,

$$s_{k,i}(\phi_{k,i-1}) = \frac{2}{h} \left( R_{a,k} - u_{k,i} u_{k,i}^* \right) (w_k^0 - \phi_{k,i-1}) - \frac{2}{h} u_{k,i} v_k(i)$$

By repeating the arguments of Example 8.8 for the general distributed strategy (8.5), we can similarly show that the limit point, $w^*$, of the network is given by a relation similar to (8.86), namely,

$$w^* = \left( \sum_{k=1}^{N} q_k R_{a,k} \right)^{-1} \left( \sum_{k=1}^{N} q_k R_{a,k} w_k^0 \right)$$

where the positive scalars $\{q_k\}$ are the entries of the vector $q$ defined by (8.50). Using (11.161) we can evaluate the second-order moment $R_{a,k}$ defined by (11.8) as follows. We introduce the difference

$$z_k \triangleq w_k^0 - w^*, \quad k = 1, 2, \ldots, N$$

$$N = 20 \text{ agents, } M = 10, \mu = 0.01$$
It is clear that $z_k = 0$ when all $w^w_k$ coincide at the same location $w^w_o$, in which case we get $w^* = w^w$. In general though, the perturbation vectors, $\{z_k\}$ need not be zero. From (11.161), and using the conditions imposed on the regression data and noise processes across the agents from Example 6.3, we find that

$$R_{s,k} = \frac{4}{h^2} \mathbb{E} \left( R_{u,k} - u^*_k u_k \right) z_k z^*_k \left( R_{u,k} - u^*_k u_k \right) + \frac{4}{h^2} \sigma^2_{v,k} R_{u,k}$$

(11.164)

The first term on the right-hand side involves a fourth-order moment in the regression data. To evaluate this term in closed-form, we assume that the regression data is circular and Gaussian-distributed. In that case, it is known that for any $M \times M$ Hermitian matrix $W_k$ it holds that [206, p.11]:

$$\mathbb{E} \left( u^*_k u_k W_k u_k u^*_k \right) = R_{u,k} \text{Tr}(W_k R_{u,k}) + \frac{2}{R} R_{u,k} W_k R_{u,k}$$

(11.165)

This expression shows how the (weighted) fourth-order moment of the process $u_k$ is determined by its second-order moment, $R_{u,k}$. Let

$$W_k = z_k z^*_k$$

(11.166)

which is a rank-one nonnegative definite Hermitian matrix. Expanding the first term on the right-hand side of (11.164) and using (11.165), we conclude that

$$R_{s,k} = \frac{4}{h^2} \sigma^2_{v,k} R_{u,k} + \frac{4}{h^2} R_{u,k} \text{Tr}(W_k R_{u,k}) + \frac{4}{h^2} \left( \frac{2}{h} - 1 \right) R_{u,k} W_k R_{u,k}$$

(11.167)

In particular, for complex data, the above result evaluates to the following using $h = 2$:

$$R_{s,k} = \sigma^2_{v,k} R_{u,k} + R_{u,k} \| z_k \|^2 / R_{u,k}$$

(complex data)

(11.168)

Each agent $k$ in the network is associated with an individual cost of the form $J_k(w) = \mathbb{E} \left| d_k(i) - u_k w \right|^2$. We now assume that the regression covariance matrices are of the form $R_{u,k} = \sigma^2_{u,k} I_M$. In this case, expression (11.168) for $R_{s,k}$ simplifies to

$$R_{s,k} = \left( \sigma^2_{v,k} + \sigma^2_{u,k} \| z_k \|^2 \right) \sigma^2_{u,k} I_M$$

$$\Delta = \sigma^2_{v,k} \sigma^2_{u,k} I_M$$

(complex data)

(11.169)

where we introduced the modified noise variance

$$\sigma^2_{v,k} \Delta = \sigma^2_{v,k} + \sigma^2_{u,k} \| z_k \|^2$$

(11.170)
Consequently, the expressions for \( \{ H_k, G_k \} \) become (compare with (11.152)):

\[
H_k = \sigma^2_u, k \begin{bmatrix} I_M & 0 \\ 0 & I_M \end{bmatrix}, \quad G_k = \bar{\sigma}^2_v, k \sigma^2_u, k \begin{bmatrix} I_M \times I_M \end{bmatrix}
\] (11.171)

We can assess the performance of the resulting consensus network (cf. Example 7.2) or diffusion network (cf. Example 7.3) by substituting these values into (11.138), and using \( h = 2 \) for complex data, to get:

\[
\text{MSD}_{ \text{dist}, k} = \text{MSD}_{ \text{dist}, \text{av}} = \frac{M}{2} \left( \sum_{k=1}^{N} \mu_k^2 \bar{\sigma}_{v, k}^2 \sigma^2_u, k \right) \left( \sum_{k=1}^{N} \mu_k \sigma^2_u, k \right)^{-1}
\] (11.172)

If the combination matrix \( A \) happens to be doubly stochastic, then \( p = 1/N \). Substituting \( p_k = 1/N \) into (11.172) gives

\[
\text{MSD}_{ \text{dist}, k} = \text{MSD}_{ \text{dist}, \text{av}} = \frac{M}{2N} \left( \sum_{k=1}^{N} \mu_k^2 \bar{\sigma}_{v, k}^2 \sigma^2_u, k \right) \left( \sum_{k=1}^{N} \mu_k \sigma^2_u, k \right)^{-1}
\] (11.173)

On the other hand, if the combination weights \( \{ a_{\ell k} \} \) are selected according to the averaging rule (11.148), we would then substitute (11.150) into (11.153) to give

\[
\text{MSD}_{ \text{dist}, k} = \text{MSD}_{ \text{dist}, \text{av}} = \frac{M}{2} \left( \sum_{k=1}^{N} n_k \right)^{-1} \left( \sum_{k=1}^{N} \mu_k^2 n_k^2 \bar{\sigma}_{v, k}^2 \sigma^2_u, k \right) \left( \sum_{k=1}^{N} \mu_k n_k \sigma^2_u, k \right)^{-1}
\] (11.174)

If the step-sizes are uniform across all agents, the above expression becomes

\[
\text{MSD}_{ \text{dist}, k} = \text{MSD}_{ \text{dist}, \text{av}} = \frac{\mu M}{2} \left( \sum_{k=1}^{N} n_k \right)^{-1} \left( \sum_{k=1}^{N} n_k^2 \bar{\sigma}_{v, k}^2 \sigma^2_u, k \right) \left( \sum_{k=1}^{N} n_k \sigma^2_u, k \right)^{-1}
\] (11.175)

We illustrated this result numerically earlier in Figure 8.5 while discussing the convergence of the network towards its Pareto limit point.

\[\blacksquare\]

**Example 11.7 (Higher-order MSD terms).** We explained earlier in Sec. 4.5, while motivating the definition of the MSD metric, that expressions of the form (11.37) help assess the size of the error variance, \( \mathbb{E} \| \tilde{w}_{k,i} \|^2 \), in steady-state and for sufficiently small step-sizes (i.e., in the slow adaptation regime).
The computation leads to an expression for the MSD that is first-order in $\mu_{\text{max}}$, as can be ascertained from (11.118).

If we revisit the derivation of (11.118) in the proof of Lemma 11.3, we will observe that this expression was obtained by eliminating the contribution of the higher-order term, $O(\mu_{\text{max}}^2)$, which appears in the expansion (11.120). We can motivate an alternative expression for assessing the size of the error variance, $E\|\tilde{w}_{k,i}\|^2$, by retaining the higher-order term that is available (i.e., known) rather than neglecting it. It is expected that, by doing so, the resulting performance expression will generally provide a more accurate representation for the error variance, especially at larger step-sizes; we illustrated this behavior already in the simulations of Example 11.4 — recall Figure 11.4. The alternative performance expression can be motivated as follows.

Similarly to (4.83)–(4.84), the argument that led to (11.45) would establish the following two expressions for the limit superior and limit inferior of the error variance at each agent $k$ (see, e.g., (11.107) and (11.109)):

\[
\limsup_{i \to \infty} \frac{1}{2} E\|\tilde{w}_{k,i}\|^2 = \frac{1}{h} \text{Tr}(J_k') + O\left(\mu_{\text{max}}^{1+\gamma_m}\right) \tag{11.176}
\]
\[
\liminf_{i \to \infty} \frac{1}{2} E\|\tilde{w}_{k,i}\|^2 = \frac{1}{h} \text{Tr}(J_k') - O\left(\mu_{\text{max}}^{1+\gamma_m}\right) \tag{11.177}
\]

with the same common positive constant $\text{Tr}(J_k')$: this constant is equal to the quantity that appears on the left-hand side of (11.120). Relations (11.176)–(11.177) indicate that we can also employ the quantity $\frac{1}{h} \text{Tr}(J_k')$ to assess the size of the error variance, $E\|\tilde{w}_{k,i}\|^2$, in steady-state for small step-sizes. Subsequently, by averaging over all agents, we can similarly use the quantity $\frac{1}{hN} \text{Tr}(X)$ to assess the size of the network error variance, $\frac{1}{hN} E\|\tilde{w}_i\|^2$, also in steady-state and for small step-sizes. If we recall (11.58), then this argument suggests the following alternative expressions for evaluating the network error variance:

\[
\text{MSD}_{\text{dist,av}} = \frac{1}{hN} \sum_{n=0}^{\infty} \text{Tr} \left[ B^n Y (B^*)^n \right] \tag{11.178}
\]
\[
= \frac{1}{hN} \text{bvec} \left( Y^T \right)^\top (I - F)^{-1} \text{bvec} \left( I_{hMN} \right) \tag{11.179}
\]

where we continue to use the notation MSD to represent this value. As we already know from the proof of Lemma 11.3, if we expand the right-hand side of (11.179) in terms of powers of $\mu_{\text{max}}$, then the first term in this expansion (i.e., the one that is linear in $\mu_{\text{max}}$) will be given by expression (11.118).
11.4 Excess-Risk Performance

We can similarly determine closed-form expressions for the excess-risk performance of the individual agents and for the network.

**Theorem 11.4 (Network ER performance).** Consider a network of $N$ interacting agents running the distributed strategy (8.46) with a primitive matrix $P = A_1A_0A_2$. Assume the aggregate cost (9.10) and the individual costs, $J_k(w)$, satisfy the conditions in Assumptions 6.1 and 10.1. Assume further that the first and fourth-order moments of the gradient noise process satisfy the conditions of Assumption 8.1 with the second-order moment condition (8.115) replaced by the fourth-order moment condition (8.121). Assume also (11.11). Then, it holds that

\[
\limsup_{i \to \infty} \frac{1}{2} \mathbb{E} \| \tilde{w}^{c}_{k,i-1} \|^2_H = \frac{1}{2} \text{Tr}(Q_k \mathcal{X}) + O \left( \mu_1^{1+\gamma_m} \right) \quad (11.180)
\]

\[
\limsup_{i \to \infty} \frac{1}{2N} \left( \mathbb{E} \| \tilde{w}^{c}_{i-1} \|^2_H \right) = \frac{1}{2N} \text{Tr}(\tilde{H} \mathcal{X}) + O \left( \mu_1^{1+\gamma_m} \right) \quad (11.181)
\]

for the same quantities defined earlier in Theorem 11.2 and where

\[
\tilde{H} = I_N \otimes \hat{H} = \text{diag}\{ \hat{H}, \hat{H}, \ldots, \hat{H} \}
\]

\[
Q_k = \text{diag}\{ 0_{hM}, \ldots, 0_{hM}, \hat{H}, 0_{hM}, \ldots, 0_{hM} \}
\]

with the matrix $\hat{H}$ defined by (11.36) appearing in the $k-$block location of $Q_k$. Moreover, it further holds that

\[
\text{Tr}(Q_k \mathcal{X}) = (\text{bvec}(Y^T))^\top (I - \mathcal{F})^{-1} \text{bvec}(Q_k)
\]

\[
\text{Tr}(\tilde{H} \mathcal{X}) = (\text{bvec}(Y^T))^\top (I - \mathcal{F})^{-1} \text{bvec}(\tilde{H})
\]

and, for large enough $i$, the convergence rate of the excess-risk measure towards its steady-state region (11.180) is given by the same expression (11.47). Furthermore, the ER performance for the individual agents and for the network are given by:

\[
\text{ER}_{\text{dist},k} = \text{ER}_{\text{dist},\text{av}} = \frac{\tilde{h}}{4} \left( \sum_{k=1}^{N} q_k \right)^{-1} \text{Tr} \left( \sum_{k=1}^{N} q_k^2 R_{s,k} \right)
\]
Proof. We start from relation (11.84) but select \( \Sigma \) now as the solution to the following Lyapunov equation:
\[
\Sigma - B^* \Sigma B = \bar{H} \tag{11.187}
\]
and repeat the argument that led to (11.106)–(11.107) to conclude that expressions (11.180)–(11.181) hold.

With regards to expression (11.186), we first note from (11.35) and (11.180) that we need to evaluate the limit:
\[
\text{ER}_{\text{dist},k} = \mu_{\text{max}} \cdot \left( \lim_{\mu_{\text{max}} \to 0} \limsup_{i \to \infty} \frac{1}{\mu_{\text{max}}} \left( \text{bvec} \left( Y^T \right) \right)^T \left( I - F \right)^{-1} \text{bvec}(Q_k) \right) \tag{11.188}
\]

We focus on the right-most factor inside the above expression. Using the low-rank factorization (9.244), we have
\[
\left( \text{bvec} \left( Y^T \right) \right)^T \left( I - F \right)^{-1} \text{bvec}(Q_k) = O(\mu_{\text{max}}^2) + \tag{11.189}
\]

Using the block Kronecker product property (11.86), it can be verified that
\[
\left( \text{bvec} \left( Y^T \right) \right)^T \left( I - F \right)^{-1} \text{bvec}(Q_k) = \text{vec}(\bar{H}) \tag{11.190}
\]

Let \( x = Z^{-1} \text{vec}(\bar{H}) \). Then, the same argument that led to (11.128) will show that the \( 2M \times 2M \) matrix \( X = \text{unvec}(x) \) is the unique solution to the Lyapunov equation
\[
\left( \sum_{k=1}^N q_k \right) \bar{H}X + X\bar{H} \left( \sum_{k=1}^N q_k \right) = \bar{H} \tag{11.191}
\]
so that
\[
X = \frac{1}{2} \left( \sum_{k=1}^N q_k \right)^{-1} I_{2M} \tag{11.192}
\]
Repeating the derivation that led to (11.132) we arrive at
\[
\left( \text{bvec} \left( Y^T \right) \right)^T \left( I - F \right)^{-1} \text{bvec}(\bar{H}) = \frac{1}{2} \left( \sum_{k=1}^N q_k \right)^{-1} \text{Tr} \left( \sum_{k=1}^N q_k^2 G_k \right) + O(\mu_{\text{max}}^2) \tag{11.193}
\]
Substituting into the right-hand side of (11.188) and evaluating the limit we arrive at (11.186) after recalling from (11.12) that
\[
\text{Tr}(G_k) = \begin{cases} R_{s,k} & \text{(real data)} \\ 2R_{s,k} & \text{(complex data)} \end{cases} \tag{11.194}
\]
Example 11.8 (ER performance of consensus and diffusion networks). We specialize the result of Theorem 11.4 to the same consensus and diffusion strategies from Example 11.2. In this case we get

$$ER_{\text{dist}, k} = ER_{\text{dist}, \text{av}} = \frac{h}{4} \text{Tr} \left[ \left( \sum_{k=1}^{N} \mu_k p_k \right)^{-1} \left( \sum_{k=1}^{N} \mu_k^2 p_k^2 R_{s,k} \right) \right]$$  (11.195)

where $h = 1$ for real data and $h = 2$ for complex data. When the step-sizes are uniform across all agents, $\mu_k \equiv \mu$, and using the fact that the entries $p_k$ add up to one, the above expression simplifies to

$$ER_{\text{dist}, k} = ER_{\text{dist}, \text{av}} = \frac{\mu h}{4} \left( \sum_{k=1}^{N} p_k^2 R_{s,k} \right)$$  (11.196)

Example 11.9 (Performance of diffusion learner). We generalize the scenario of Example 7.4 and consider a collection of $N$ learners cooperating to minimize some arbitrary strongly-convex function $J(w)$ over a strongly-connected network, namely,

$$w^o \triangleq \arg\min_w J(w)$$  (11.197)

where $J(w)$ is the average of some loss measure, say, $J(w) = \mathbb{E} Q(w; x_{k,i})$. As before, each learner $k$ receives a streaming sequence of real-valued data vectors $\{x_{k,i}, i = 1, 2, \ldots\}$ that arise from some fixed distribution $X$. We assume the agents run a consensus or diffusion strategy, say, the ATC diffusion strategy (7.19):

$$\begin{align*}
\psi_{k,i} &= \psi_{k,i-1} - \mu_k \nabla_w Q(w_{k,i-1}; x_{k,i}) \\
w_{k,i} &= \sum_{\ell \in N_k} \alpha_{k,\ell} \psi_{\ell,i}
\end{align*}$$  (11.198)

The gradient noise vector corresponding to each individual agent $k$ is given by

$$s_{k,i}(w_{k,i-1}) = \nabla_w^\top Q(w_{k,i-1}; x_{k,i}) - \nabla_w^\top \mathbb{E} Q(w_{k,i-1}; x_{k,i})$$  (11.199)

so that

$$s_{k,i}(w^o) = \nabla_w^\top Q(w^o; x_{k,i})$$  (11.200)

Since we are assuming the distribution of the random process $x_{k,i}$ is stationary and fixed across all agents, it follows that

$$R_{s,k} = \mathbb{E} \nabla_w^\top Q(w^o; x_{k,i}) [\nabla_w^\top Q(w^o; x_{k,i})]^\top \equiv R_s, \quad k = 1, 2, \ldots, N$$  (11.201)
11.4. Excess-Risk Performance

Substituting into (11.186), and using $h = 1$ for real data, we conclude that the excess-risk of the diffusion solution (and of consensus as well) is given by

$$
\text{ER}_{\text{dist,av}} = \frac{1}{4} \left( \sum_{k=1}^{N} \mu_k p_k \right)^{-1} \left( \sum_{k=1}^{N} \mu_k^2 p_k^2 \right) \text{Tr} \left( R_s \right)
$$

If we assume uniform step-sizes, $\mu_k \equiv \mu$ for $k = 1, 2, \ldots, N$, and use the fact that the $\{p_k\}$ add up to one, then expression (11.202) reduces to

$$
\text{ER}_{\text{dist,av}} = \frac{\mu}{4} \left( \sum_{k=1}^{N} p_k^2 \right) \text{Tr} \left( R_s \right)
$$

For comparison purposes, we reproduce below ER expression (5.98) for the centralized solution from Example 5.3:

$$
\text{ER}_{\text{cent}} = \frac{\mu}{4} \left( \frac{1}{N} \right) \text{Tr} \left( R_s \right)
$$

For doubly-stochastic combination matrices $A$, it holds that $p_k = 1/N$ so that (11.203) reduces to (11.204).

We illustrate these results numerically for the logistic risk function (7.24) from Example 7.4, namely,

$$
J(w) \triangleq \frac{\rho}{2} \|w\|^2 + \mathbb{E} \left\{ \ln \left( 1 + e^{-\gamma_k(i)h^T_{k,i}w} \right) \right\}
$$

Figure 11.5 shows the connected network topology with $N = 20$ agents used for this simulation. All agents are assumed to employ the same step-size parameter, i.e., $\mu_k \equiv \mu$, and they have non-trivial self-loops so that the neighborhood of each agent includes the agent itself. The resulting network is therefore strongly-connected.

The corresponding consensus, CTA diffusion, and ATC diffusion strategies with uniform step-sizes across the agents take the following forms:

$$
\begin{align*}
\psi_{k,i-1} &= \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i} \quad (\text{consensus}) \\
w_{k,i} &= (1 - \rho \mu) \psi_{k,i-1} + \mu \gamma_k(i) h_{k,i} \left( \frac{1}{1 + e^{\gamma_k(i)h^T_{k,i}w_{k,i-1}}} \right)
\end{align*}
$$

and

$$
\begin{align*}
\psi_{k,i-1} &= \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i} \quad (\text{CTA diffusion}) \\
w_{k,i} &= (1 - \rho \mu) \psi_{k,i-1} + \mu \gamma_k(i) h_{k,i} \left( \frac{1}{1 + e^{\gamma_k(i)h^T_{k,i}w_{k,i-1}}} \right)
\end{align*}
$$
Figure 11.5: A connected network topology consisting of $N = 20$ agents employing the Metropolis rule (8.100). Each agent $k$ is assumed to belong to its neighborhood $N_k$. 

and

$$
\begin{align*}
\psi_{k,i} &= (1 - \rho \mu) w_{k,i-1} + \mu \gamma_k(i) h_{k,i} \left( \frac{1}{1 + e^{\gamma_k(i) h_{k,i} w_{k,i} - 1}} \right) \\
 w_{k,i} &= \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i} \quad \text{ (ATC diffusion)}
\end{align*}
$$

(11.208)

where the combination weights $\{a_{\ell k}\}$ arise from the Metropolis rule (8.100). This rule leads to a doubly-stochastic matrix, $A$, so that the entries of the Perron eigenvector are given by $p_k = 1/N$. In this way, the ER performance level (11.203) for the above distributed strategies reduces to

$$
\text{ER}_{\text{dist,av}} = \frac{\mu}{4} \left( \frac{1}{N} \right) \text{Tr}(R_s)
$$

(11.209)

Figures 11.6 and 11.7 plot the evolution of the ensemble-average learning curves, $E \{J(w_{i-1}) - J(w^o)\}$, for consensus, ATC diffusion, and CTA diffusion for two choices of the step-size parameter: a smaller value at $\mu = 1 \times 10^{-4}$ and a second value that is three times larger at $\mu = 3 \times 10^{-4}$. The curves
11.4. Excess-Risk Performance

Figure 11.6: Evolution of the learning curves for three strategies, namely, consensus (11.206), CTA diffusion (11.207), and ATC diffusion (11.208), with all agents employing the smaller step-size $\mu = 1 \times 10^{-4}$.

are obtained by averaging the trajectories $\{J(w_{i-1}) - J(w^o)\}$ over 100 repeated experiments. The labels on the vertical axes in the figures refer to the learning curves by writing $\text{ER}_{\text{dist},\text{av}}(i)$, with an iteration index $i$. Each experiment involves running the consensus (11.206) or diffusion (11.207)–(11.208) logistic recursions with $\rho = 10$ and $h = 1$ for real data $\{\gamma_k(i), h_{k,i}\}$, where the dimension of the feature vectors $\{h_{k,i}\}$ is $M = 50$. The data used for the simulation originate from the alpha data set [223]; we use the first 50 features for illustration purposes so that $M = 50$. To generate the trajectories for the experiments in this example, the optimal $w^o$ and the gradient noise covariance matrix, $R_s$, are first estimated off-line by applying a batch algorithm to all data points. For the data used in this experiment we have $\text{Tr}(R_s) \approx 131.48$.

It is observed in Figure 11.6 that the learning curves tend towards the ER value predicted by the theoretical expression (11.209), which provides a good approximation for the performance of distributed strategies for small step-sizes. However, it is observed in Figure 11.7 that once the step-size value is increased, differences in ER performance arise among the algorithms, with ATC diffusion exhibiting the lowest (i.e., best) ER value. The horizontal lines in the second figure represent the ER levels that are predicted by the future expression (11.210). This latter expression reflects the effect of higher-order
terms in $\mu_{\text{max}}$ and generally leads to an enhanced representation for the mean excess cost, while expression (11.209), which is the basis for the results in this example, is an expression for the ER that is accurate to first-order in $\mu_{\text{max}}$.

![Graph](image)

**Figure 11.7:** Evolution of the learning curves for three strategies, namely, consensus (11.206), CTA diffusion (11.207), and ATC diffusion (11.208), with all agents employing the larger step-size $\mu = 3 \times 10^{-4}$.

**Example 11.10 (Higher-order ER terms).** We explained earlier following (11.39) that the ER metric (11.33) assesses the size of the mean fluctuation of the normalized aggregate cost, $\mathbb{E}\{J^{\text{glob},*}(w_{k,i-1}) - J^{\text{glob},*}(w^*)\}$, in steady-state and for sufficiently small step-sizes (i.e., in the slow adaptation regime). The computation leads to an expression for the ER that is *first-order* in $\mu_{\text{max}}$, as can be ascertained from (11.186).

If we revisit the derivation of (11.186) in the proof of Theorem 11.3, we will observe that this expression was obtained by eliminating the contribution of the higher-order term, $O(\mu^2_{\text{max}})$, which appears in the expansion (11.189). We can motivate an alternative expression for assessing the size of the mean cost fluctuation by retaining the higher-order term that is available (i.e., known) rather than neglecting it. It is expected that, by doing so, the resulting performance expression will generally provide a more accurate representation for the mean cost fluctuation, especially at larger step-sizes; we illustrated this
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In a manner similar to Example 11.7, we can motivate the following enhanced expression for the excess mean cost, which reflects contributions from higher-order powers of $\mu_{\text{max}}$ as well:

$$ER_{\text{dist,av}} = \frac{1}{2N} \langle \text{bvec} (\tilde{Y}^\top) \rangle^\top (I - F)^{-1} \text{bvec} (\tilde{H})$$  \hspace{1cm} (11.210)

where we continue to use the notation ER to represent this value. As we already know from the proof of Theorem 11.3, if we expand the right-hand side of (11.210) in terms of powers of $\mu_{\text{max}}$, then the first term in this expansion (i.e., the one that is linear in $\mu_{\text{max}}$) will be given by expression (11.186).

### 11.5 Comparing Consensus and Diffusion Strategies

Using results from the previous sections, we can compare some performance properties of diffusion and consensus networks. Recall from (8.7)–(8.10) that the consensus and diffusion strategies correspond to the following choices for $\{A_0, A_1, A_2\}$ in terms of a single combination matrix $A$ in the general description (8.46):

- **consensus:** $A_0 = A$, $A_1 = I_N = A_2$  \hspace{1cm} (11.211)
- **CTA diffusion:** $A_1 = A$, $A_2 = I_N = A_0$  \hspace{1cm} (11.212)
- **ATC diffusion:** $A_2 = A$, $A_1 = I_N = A_0$  \hspace{1cm} (11.213)

**Example 11.11** (Diffusion outperforms consensus over MSE networks). Expression (11.138) indicates that the MSD performance of the consensus and diffusion strategies are identical to first-order in the step-size parameters, as already anticipated by the results in Figures 11.3 and 11.4. We now examine the MSD performance level more closely by considering higher-order terms as well. More specifically, we resort to the alternative expression (11.178).

The following example is a generalization of a similar discussion from [248]. Let us consider a situation in which all agents in a strongly-connected network employ the same step-size, i.e., $\mu_k \equiv \mu$, and that the diffusion and consensus strategies from (8.46) are implemented with the same combination matrix, $A$. Without loss in generality, we consider the case of real-valued data. Let us assume further that the Hessian matrices of all individual costs, $J_k(w)$, evaluate to the same value at the reference point $w^*$, namely,

$$\nabla^2_w J_k(w^*) \equiv H, \quad k = 1, 2, \ldots, N$$  \hspace{1cm} (11.214)
Performance of Multi-Agent Networks

for some constant matrix $H$. We also assume that the gradient noise variances \( \{G_k\} \) approach the same value in steady-state apart from some scaling to account for the possibility of different noise power levels across the agents, i.e., we assume that the \( \{G_k\} \) have the form:

\[
G_k \equiv \sigma^2_{v,k} G, \quad k = 1, 2, \ldots, N \quad (11.215)
\]

for some constant matrix $G$. For example, these two conditions on \( \{\nabla^2_{w} J_k(w^*)\}, \ G_k \) are readily satisfied by the class of MSE networks defined earlier in Example 6.3 when the regression covariance matrices are uniform across all agents, $R_{u,k} \equiv R_u$ for $k = 1, 2, \ldots, N$. Indeed, if we write down an expression similar to (8.15) for the gradient noise process at each agent $k$,

\[
s_{k,i}(\phi_{k,i-1}) = 2(R_u - u_{k,i}^T u_{k,i}) \bar{\phi}_{k,i-1} - 2u_{k,i}^T v_k(i) \quad (11.216)
\]

then we conclude that

\[
R_{s,k} \Delta \lim_{i \to \infty} E[ s_{k,i}(w^*) s_{k,i}(w^*) | {\cal F}_{i-1}] = 4\sigma^2_{v,k} R_u \quad (11.217)
\]

so that, using the definitions (11.12), we obtain for the case of real-data:

\[
\nabla^2_{w} J_k(w^*) = 2R_u \equiv H, \quad G_k = 4\sigma^2_{v,k} R_u \equiv \sigma^2_{v,k} G \quad (11.218)
\]

with $G = 2H$ in this case.

We are interested in comparing the MSD performance of diffusion and consensus networks under conditions (11.214)–(11.215). If desired, we can also compare against the performance of the non-cooperative solution. For this latter comparison to be meaningful, we would need to assume that all individual costs, $J_k(w)$, have the same minimizer so that the distributed and the non-cooperative implementations would be seeking the same minimizer. If we were only interested in comparing the consensus and diffusion strategies, then there is no need to assume that the individual costs have the same minimizer; the argument given below would still apply.

We collect the noise power scalings into an $N \times N$ diagonal matrix

\[
R_v = \text{diag}\{\sigma^2_{v,1}, \sigma^2_{v,2}, \ldots, \sigma^2_{v,N}\} \quad (11.219)
\]

Then, it holds from (11.53) and (11.215) that $S$ can be expressed as the Kronecker product:

\[
S = R_v \otimes G \quad (11.220)
\]

Using the series representation (11.178) we have

\[
\text{MSD}_{\text{dist,av}} = \frac{1}{hN} \sum_{n=0}^{\infty} \text{Tr}[B^n \Upsilon(B^*)^n] \quad (11.221)
\]
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where \( h = 1 \) for real data and, from the expressions in Theorem 11.2, the matrices \( B \) and \( Y \) are given by the following relations for the various strategies:

\[
\begin{align*}
B_{ncop} &= I_N \otimes (I_{hM} - \mu H), & Y_{ncop} &= \mu^2 (R_v \otimes G) \\
B_{cons} &= A^T \otimes (I_{hM} - \mu (I_{hM} \otimes H)), & Y_{cons} &= \mu^2 (R_v \otimes G) \\
B_{atc} &= A^T \otimes (I_{hM} - \mu H), & Y_{atc} &= \mu^2 (A^T R_v A \otimes G) \\
B_{cta} &= A^T \otimes (I_{hM} - \mu H), & Y_{cta} &= \mu^2 (R_v \otimes G)
\end{align*}
\]

We already know from Example 10.1 that, in general, \( \rho(B_{diff}) \leq \rho(B_{ncop}) \) so that diffusion strategies have a stabilizing effect. For the current data structure, it holds that these spectral radii are equal. Indeed, since \( A \) is a left-stochastic matrix, its spectral radius is given by \( \rho(A) = 1 \). Then,

\[
\rho(B_{ncop}) = \max_{1 \leq m \leq 2M} |1 - \mu \lambda_m(H)|
\]

On the other hand, let \( \lambda_\ell(A) \) denote any of the eigenvalues of \( A \). Since we know that \( 1 \in \{\lambda_\ell(A)\} \), it then follows:

\[
\rho(B_{ncop}) \leq \max_{1 \leq \ell \leq N} \max_{1 \leq m \leq 2M} |\lambda_\ell(A) - \mu \lambda_m(H)| \leq \rho(B_{ncop})
\]

In other words, we arrive at the following conclusion for the scenario under study:

\[
\rho(B_{diff}) = \rho(B_{ncop}) \leq \rho(B_{cons})
\]

It follows from this result that the convergence rate of the diffusion network is generally superior to the convergence rate of the consensus network.

Not only the convergence rate is superior, but the MSD performance of the diffusion network is also superior. To see this, we first note that for consensus implementations, it is customary to employ a doubly-stochastic matrix \( A \) (see Appendix E in [208]). For example, a left-stochastic \( A \) that is also symmetric will be doubly-stochastic. For the derivation that follows, we shall therefore assume that \( A \) is symmetric, i.e., \( A = A^T \); the argument can be extended to matrices \( A \) that are “close-to-symmetric” (i.e., diagonalizable with left-eigenvectors \( \{x_k\} \) that are practically orthogonal to each other) [248]. It is sufficient for this example to consider the case of symmetric combination policies, \( A \).
Since \( A \) is now diagonalizable, it admits a Jordan canonical decomposition of the form \([27, 99, 104, 113]\):

\[
A^T = XD X^{-1}
\]

where \( D \) is a diagonal matrix with the eigenvalues of \( A \), and \( X \) is a similarity transformation. Let \( \{ x_n \} \) denote the columns of \( X \) and let \( \{ y^*_m \} \) denote the rows of \( X^{-1} \). Then, it follows from (11.226) and the fact that \( XX^{-1} = I_N \) that

\[
\begin{aligned}
A^T x_n &= \lambda_n(A) x_n \\
y^*_\ell A^T &= \lambda_\ell(A) y^*_\ell \\
y^*_\ell x_k &= \delta_{\ell k} \\
\ell, k &= 1, 2, \ldots, N
\end{aligned}
\]

so that the \( \{ x_n \} \) correspond to the right eigenvectors of \( A^T \) and the \( \{ y^*_m \} \) correspond to the left eigenvectors of \( A^T \). We assume the eigenvectors \( \{ x_n \} \) are normalized to satisfy

\[
\|x_n\|^2 = 1, \quad n = 1, 2, \ldots, N
\]

Since \( A \) is symmetric, then \( X \) is an orthonormal matrix, i.e.,

\[
x^*_\ell x_k = \delta_{\ell k}
\]

Under conditions (11.214)–(11.215), and for sufficiently small step-size \( \mu \) to ensure mean-square stability, we now verify that diffusion networks lead to better MSD performance (i.e., smaller MSD values) than consensus networks. In particular, we verify that the ATC diffusion strategy achieves the lowest network MSD in comparison to the other strategies:

\[
\begin{aligned}
\text{MSD}_{\text{atc}, \text{dist}, \text{av}} &\leq \text{MSD}_{\text{cta}, \text{dist}, \text{av}} \leq \text{MSD}_{\text{ncop}, \text{av}} \\
\text{MSD}_{\text{atc}, \text{dist}, \text{av}} &\leq \text{MSD}_{\text{cons}, \text{dist}, \text{av}}
\end{aligned}
\]

Furthermore, if it holds that

\[
1 \leq \mu \lambda_{\text{min}}(H) < 2
\]

then we verify that the consensus strategy is the worst even in comparison to the non-cooperative strategy:

\[
\text{MSD}_{\text{atc}, \text{dist}, \text{av}} \leq \text{MSD}_{\text{atc}, \text{dist}, \text{av}} \leq \text{MSD}_{\text{ncop}, \text{av}} \leq \text{MSD}_{\text{cons}, \text{dist}, \text{av}}
\]

To see this, we introduce the eigen-decompositions of the matrices \( A \) and \( H \) into (11.221) and compare the resulting MSD expressions for the various strategies. Let \( \{ \lambda_m(H) > 0 \} \) denote the eigenvalues of the Hermitian and
positive-definite matrix $H$ with orthonormal eigenvectors denoted by $\{z_m\}$ $(m = 1, 2, \ldots, hM)$:

$$Hz_m = \lambda_m(H)z_m, \quad m = 1, 2, 3, \ldots, hM$$  \hspace{1cm} (11.234)

Substituting the eigen-decompositions of $A$ from (11.227) and $H$ from (11.234) into (11.221) gives, after some algebra:

\[
\begin{align*}
\text{MSD}_{\text{atc}}^{\text{dist}, \text{av}} &= \frac{\mu^2}{hN} \sum_{k=1}^{N} \sum_{m=1}^{hM} \frac{\lambda_k(A)^2 \|y_k\|^2_{R_x} \|z_m\|^2_G}{1 - |\lambda_k(A)|^2 |1 - \mu \lambda_m(H)|^2} \\
\text{MSD}_{\text{cta}}^{\text{dist}, \text{av}} &= \frac{\mu^2}{hN} \sum_{k=1}^{N} \sum_{m=1}^{hM} \frac{\|y_k\|^2_{R_x} \|z_m\|^2_G}{1 - |\lambda_k(A)|^2 |1 - \mu \lambda_m(H)|^2} \\
\text{MSD}_{\text{cons}}^{\text{dist}, \text{av}} &= \frac{\mu^2}{hN} \sum_{k=1}^{N} \sum_{m=1}^{hM} \frac{\|y_k\|^2_{R_x} \|z_m\|^2_G}{1 - |\lambda_k(A) - \mu \lambda_m(H)|^2} \\
\text{MSD}_{\text{ncop}, \text{av}} &= \frac{\mu^2}{hN} \sum_{k=1}^{N} \sum_{m=1}^{hM} \frac{\|y_k\|^2_{R_x} \|z_m\|^2_G}{1 - (1 - \mu \lambda_m(H))^2}
\end{align*}
\]

Now note that since $|\lambda_k(A)| \leq 1$, it is obvious that

$$\text{MSD}_{\text{atc}}^{\text{dist}, \text{av}} \leq \text{MSD}_{\text{cta}}^{\text{dist}, \text{av}} \leq \text{MSD}_{\text{ncop}, \text{av}}$$  \hspace{1cm} (11.239)

To compare ATC diffusion and consensus, it can be verified that the ratio of each term on the right-hand side of (11.235) to the corresponding term in (11.237) is smaller or equal to one [248]:

$$\frac{|\lambda_k(A)|^2 (1 - |\lambda_k(A) - \mu \lambda_m(H)|^2)}{1 - |\lambda_k(A)|^2 (1 - \mu \lambda_m(H))^2} \leq 1$$  \hspace{1cm} (11.240)

so that

$$\text{MSD}_{\text{atc}}^{\text{dist}, \text{av}} \leq \text{MSD}_{\text{cons}}^{\text{dist}, \text{av}}$$  \hspace{1cm} (11.241)

We can further verify that the performance of the consensus strategy is worse than the non-cooperative strategy when the step-size satisfies $1 \leq \mu \lambda_{\text{min}}(H) < 2$. This result is established by verifying that the ratio of the individual terms appearing in the sums (11.237)-(11.238) is upper bounded by one [248]:

$$\frac{1 - |\lambda_k(A) - \mu \lambda_m(H)|^2}{1 - (1 - \mu \lambda_m(H))^2} \leq 1$$  \hspace{1cm} (11.242)
Example 11.12 (MSD performance of consensus and diffusion networks). The following example specializes the results of Example 11.11 to the case of MSE networks from Example 6.3. We reconsider the two-agent network from Example 10.2 with both agents running either the LMS consensus strategy (7.13) or the LMS diffusion strategies (7.22)–(7.23) albeit on real data (for which \( h = 1 \)). We assume

\[
\begin{align*}
\mu_1 &= \mu_2 \equiv \mu \\
R_{u,1} &= R_{u,2} \equiv \sigma_u^2 I_h M \\
0 &< \mu \sigma_u^2 < 1
\end{align*}
\]

The second condition (11.244) ensures that \( H = 2\sigma_u^2 I_M \). The third condition (11.245) ensures that both agents are individually stable in the mean since the matrix \( \mathcal{B}_{\text{ncop}} = I_N \otimes (I_h M - \mu H) \) from Example 11.11 will be stable.

The eigenvalues of \( A \) defined by (10.129) are at

\[
\lambda_1(A) = 1 \quad \text{and} \quad \lambda_2(A) = 1 - a - b.
\]

Using the notation of Example 11.11, this situation corresponds to the case

\[
\begin{align*}
R_v &= \text{diag}\{\sigma_v^2, \sigma_v^2\} \\
G &= 4\sigma_v^2 I_M \\
H &= 2\sigma_v^2 I_M
\end{align*}
\]

In this case, expressions (11.235)–(11.238) reduce to (using \( h = 1 \) for real data):

\[
\begin{align*}
\text{MSD}_{\text{dist,av}}^{\text{atc}} &= 2\mu^2 \sigma_u^2 M \left[ \frac{y^*_1 R_v y_1}{1 - (1 - 2\mu \sigma_u^2)^2} + \frac{y^*_2 R_v y_2 (1 - a - b)^2}{1 - (1 - a - b)^2 (1 - 2\mu \sigma_u^2)^2} \right] \\
\text{MSD}_{\text{dist,av}}^{\text{dias}} &= 2\mu^2 \sigma_u^2 M \left[ \frac{y^*_1 R_v y_1}{1 - (1 - 2\mu \sigma_u^2)^2} + \frac{y^*_2 R_v y_2}{1 - (1 - a - b)^2 (1 - 2\mu \sigma_u^2)^2} \right] \\
\text{MSD}_{\text{dist,av}}^{\text{cons}} &= 2\mu^2 \sigma_u^2 M \left[ \frac{y^*_1 R_v y_1}{1 - (1 - 2\mu \sigma_u^2)^2} + \frac{y^*_2 R_v y_2}{1 - (1 - a - b - 2\mu \sigma_u^2)^2} \right] \\
\text{MSD}_{\text{ncop,av}} &= 2\mu^2 \sigma_u^2 M \left[ \frac{y^*_1 R_v y_1}{1 - (1 - 2\mu \sigma_u^2)^2} + \frac{y^*_2 R_v y_2}{1 - (1 - 2\mu \sigma_u^2)^2} \right]
\end{align*}
\]

Note that the first terms inside the brackets of (11.247)-(11.250) are the same. Then, it can be verified that these MSD values are related as follows depending
on the region in space where the parameters \((a, b)\) lie:

\[
\begin{align*}
\text{MSD}^\text{cons}\text{dist, av} & \leq \text{MSD}^\text{cta}\text{dist, av}, \quad \text{if} \quad 0 \leq a + b \leq \frac{1 - 2\mu^2}{1 - \mu^2} \\
\text{MSD}^\text{cons}\text{dist, av} & \geq \text{MSD}^\text{cta}\text{dist, av}, \quad \text{if} \quad \frac{1 - 2\mu^2}{1 - \mu^2} \leq a + b < 2(1 - \mu^2) \\
\text{MSD}^\text{cons}\text{dist, av} & \leq \text{MSD}^\text{ncop, av}, \quad \text{if} \quad 0 \leq a + b \leq 2(1 - 2\mu^2) \\
\text{MSD}^\text{cons}\text{dist, av} & \geq \text{MSD}^\text{ncop, av}, \quad \text{if} \quad 2(1 - 2\mu^2) \leq a + b < 2(1 - \mu^2)
\end{align*}
\]

\((11.251)\)

\textbf{Figure 11.8:} Comparison of the network MSD for \(N = 2\) agents operating on complex-valued data. The consensus strategy is unstable when \(a\) and \(b\) lie above the dashed line in region I; it performs well in region III. ATC diffusion is superior in all three regions.
For example, the first relation can be established as follows:

\[
\text{MSD}^\text{cons}_{\text{dist,av}} \leq \text{MSD}^\text{cta}_{\text{dist,av}} \\
\Leftrightarrow (1 - a - b - 2\mu\sigma_u^2)^2 \leq (1 - a - b)^2(1 - 2\mu\sigma_u^2)^2 \\
\Leftrightarrow (a + b)^2 - 2(a + b)(1 - 2\mu\sigma_u^2) \leq [-2(a + b) + (a + b)^2](1 - 2\mu\sigma_u^2)^2 \\
\Leftrightarrow (a + b)^2 [1 - (1 - 2\mu\sigma_u^2)^2] - 2(a + b)(1 - 2\mu\sigma_u^2)[1 - (1 - 2\mu\sigma_u^2)] \leq 0 \\
\Leftrightarrow 0 \leq (a + b) \leq \frac{4(1 - 2\mu\sigma_u^2)\mu\sigma_u^2}{1 - (1 - 2\mu\sigma_u^2)^2} \\
\Leftrightarrow 0 \leq (a + b) \leq \frac{1 - 2\mu\sigma_u^2}{1 - \mu\sigma_u^2} \\
\] (11.252)

and similarly for the other inequalities. We can therefore divide the \(a \times b\) plane into three regions I, II, and III, as shown in Figure 11.8, where each region represents one possible relation among the MSD levels of the various strategies. The ATC diffusion strategy is seen to be superior in all regions, while the consensus strategy is worse than the non-cooperative strategy in region I and is also unstable in the mean for values of \((a, b)\) lying above the dashed line in that region, i.e., for \(a + b > 2(1 - \mu\sigma_u^2)\), as can be verified by following an argument similar to (10.135).

Example 11.13 (Higher-order terms in the MSD expression). Continuing with Example 11.12, we can rework expression (11.247) for MSD\(^\text{cta}\)\(_{\text{dist,av}}\) into a more familiar form (and similarly for the other expressions). Thus, consider the eigenvectors \(\{x_n, y_m\}\) defined by (11.227). Since \(A\) is left-stochastic, we have \(A^T\mathbb{1} = \mathbb{1}\). Note, however, from the definition of the eigenvectors \(\{x_n\}\) that they need to satisfy the normalization condition (11.228). This means that we can select the first eigenvector as

\[
x_1 = \frac{1}{\sqrt{N}} \mathbb{1} \\
\] (11.253)

It then follows from the condition \(y_1^*x_1 = 1\) that

\[
y_1^*\mathbb{1} = \sqrt{N} \\
\] (11.254)

so that the entries of the right-eigenvector \(y_1\) add up to \(\sqrt{N}\). Now recall from definition (11.136) for the Perron eigenvector \(p\) that its entries must add up to
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one. Both $p$ and $y_1$ are right-eigenvectors for $A$ associated with the eigenvalue at one. Therefore, $p$ and $y_1$ are related as follows:

$$p = \frac{1}{\sqrt{N}} y_1$$  \hspace{1cm} (11.255)

Using this result, and the fact that $\mu$ is sufficiently small and that we are dealing with a two-agent network in this example (so that $N = 2$), we can rewrite (11.247) to first-order in $\mu$ as follows:

\[
\text{MSD}_{\text{dist, av}} = 2\mu^2 \sigma_u^2 M \frac{y_1^* R_v y_1}{4\mu \sigma_u^2 - 4\mu^2 \sigma_u^4}
\]

\[
= 2\mu M \frac{N p^* R_v p}{4 - 4\mu \sigma_u^2}
\]

\[
\approx \frac{\mu M}{2} \left( \sum_{k=1}^{2} p_k^2 \sigma_{v,k}^2 \right), \text{ since } N = 2 \text{ and } \mu \text{ is small}
\]

\[
= \mu M \sum_{k=1}^{2} p_k^2 \sigma_{v,k}^2
\]  \hspace{1cm} (11.256)

and we recover the analogue of expression (11.144) for real-data.
Example 11.5 focused on MSE networks with quadratic costs and showed that for adaptation and learning under doubly-stochastic combination policies, it is not necessarily the case that every agent will benefit from cooperation with its neighbors. Some agents can see their performance degraded relative to what they would have attained had they operated independently of the other agents and in a non-cooperative manner. We verify in this chapter that the same conclusion holds for more general costs: doubly-stochastic combination policies enhance the average network performance albeit at the possible expense of some individual agents having their performance degrade relative to the non-cooperative scenario. One useful question to consider is whether it is possible to select combination matrices, $A$, that ensure that distributed (consensus or diffusion) networks will outperform the non-cooperative strategy both in terms of the overall average performance and the individual agent performance. The choice of $A$ will generally need to be left-stochastic. We again recall that in order to carry a meaningful comparison with non-cooperative implementations, it is necessary to assume that all individual costs, $J_k(w)$, share the same global minimizer so that $w^* = w^o$. It is also necessary to assume uniform step-sizes
across all agents since the performance of the non-cooperative agents is influenced by the step-sizes. Similarly, a meaningful comparison between distributed and centralized implementations requires that they employ the same step-size parameter and that both implementations approach the same limit point and, therefore, we also need to have $w^* = w^0$. For these reasons, we shall assume in the sequel that

$$\mu_k \equiv \mu, \quad k = 1, 2, \ldots, N \quad (12.1)$$

For ease of reference we recall the expressions for the MSD performance of distributed (consensus and diffusion), centralized, and non-cooperative strategies for sufficiently small step-sizes, for both individual agents (when applicable) and for the average network performance:

$$\text{MSD}_{\text{cent}} = \frac{\mu}{2Nh} \text{Tr} \left[ \left( \sum_{k=1}^{N} H_k \right)^{-1} \left( \sum_{k=1}^{N} G_k \right) \right] \quad (12.2)$$

$$\text{MSD}_{\text{ncop},k} = \frac{\mu}{2h} \text{Tr} \left( H_k^{-1} G_k \right) \quad (12.3)$$

$$\text{MSD}_{\text{ncop},\text{av}} = \frac{\mu}{2Nh} \text{Tr} \left[ \sum_{k=1}^{N} H_k^{-1} G_k \right] \quad (12.4)$$

$$\text{MSD}_{\text{dist},k} = \text{MSD}_{\text{dist},\text{av}} = \frac{\mu}{2h} \text{Tr} \left[ \left( \sum_{k=1}^{N} p_k H_k \right)^{-1} \left( \sum_{k=1}^{N} p_k^2 G_k \right) \right] \quad (12.5)$$

In the analysis that follows, we assume that the various strategies are employing the same construction for their gradient vectors and that the moment matrices $\{G_k\}$ can be taken to be the same in all implementations. The matrices $\{H_k, G_k\}$ are defined by (11.12) in terms of the Hessian matrices of the individual costs, evaluated at $w^* = w^0$, and in terms of the second-order moments of the gradient noise processes across the agents.

### 12.1 Doubly-Stochastic Combination Policies

Consider first the case in which the combination matrix, $A$, used by the consensus strategy (7.9) and the diffusion strategies (7.18) and (7.19) is
doubly stochastic. Then, the Perron eigenvector $p$ defined by (11.136) is given by $p = \frac{1}{N}$ so that all its entries are equal to $1/N$. In this case, expressions (12.2) and (12.5) lead to the conclusion that:

$$\text{MSD}_{\text{dist}, k} = \text{MSD}_{\text{dist}, \text{av}} = \text{MSD}_{\text{cent}}$$

That is, the distributed consensus and diffusion strategies are able to attain the same MSD performance level as the centralized solution. Since we already showed in (5.80) that the centralized solution outperforms the non-cooperative solution, we conclude that the distributed solutions also outperform the non-cooperative solution:

$$\text{MSD}_{\text{dist}, \text{av}} = \text{MSD}_{\text{cent}} \leq \text{MSD}_{\text{ncop}, \text{av}}$$

Result (12.7) is in terms of the average network performance (obtained by averaging the MSD levels of the individual agents). In this way, the result establishes that the average MSD performance of the distributed solution is superior (i.e., lower) than the average MSD performance attained by the agents in a non-cooperative implementation. This conclusion motivates the following inquiry: is the improvement in network performance attained at the expense of deterioration in the performance of some of the agents? In other words, will the performance of some agents in the distributed solution become worse than what it would be if they operate independently? If this is the case, then result (12.7) would mean that in moving from non-cooperation to cooperation, some agents see their performance improve while other agents see their performance degrade in such a manner that the net effect for the network is a better (i.e., lower) average MSD value. We now verify that this is indeed the case for doubly-stochastic combination policies.

From (12.3) and (12.5) we observe that, to first-order in the step-size parameter, the MSD of the individual agents in the distributed implementation will be smaller (and, hence, better) than the MSD of the individual agents in the non-cooperative implementation only when for each $k = 1, 2, \ldots, N$:

$$\frac{1}{N} \text{Tr} \left[ \left( \sum_{k=1}^{N} H_k \right)^{-1} \left( \sum_{k=1}^{N} G_k \right) \right] \leq \text{Tr}(H_k^{-1}G_k)$$

(12.8)
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Unfortunately, this condition may or may not hold as illustrated by the next example. Agents for which the condition is violated would experience deterioration in their MSD level from cooperation. Before presenting the example, though, we mention that there are situations where condition (12.8) holds for all agents, in which case all agents will benefit from cooperation. This happens, for example, when the Hessian matrices, $H_k$, and the gradient noise covariances, $G_k$, are uniform across the agents, namely, when

$$H_k \equiv H, \quad G_k \equiv G, \quad k = 1, 2, \ldots, N$$

(12.9)

The condition also holds when the following two requirements hold for each $k = 1, 2, \ldots, N$:

$$H_k \equiv H$$

(12.10)

$$\frac{1}{N} \text{Tr} \left[ \sum_{k=1}^{N} H^{-1} G_k \right] \leq N \text{Tr}(H^{-1} G_k)$$

(12.11)

We summarize the main conclusion so far in the following statement. We illustrated this conclusion earlier in Example 11.5.

**Lemma 12.1** (Doubly-stochastic combination policies). Assume all agents employ the same step-size parameter and that the individual costs are strongly-convex and their minimizers coincide with each other. For doubly stochastic combination matrices it holds that

$$\text{MSD}_{\text{dist,av}} = \text{MSD}_{\text{cent}} \leq \text{MSD}_{\text{ncop,av}}$$

(12.12)

**Example 12.1** (Doubly-stochastic policies over MSE networks). We reconsider the setting of Example 11.4, which deals with MSE networks operating on real-valued data and refer to the strongly-connected network of Figure 11.1 with $N = 20$ agents. We assume uniform step-sizes, $\mu_k \equiv \mu = 6 \times 10^{-4}$, and uniform regression covariance matrices of the form $R_{\nu,k} = \sigma^2_{\nu} I_M$ where $\sigma^2_{\nu} = 2$. In this setting, we have

$$H_k = 2\sigma^2_{\nu} I_M \equiv H, \quad G_k = 4\sigma^2_{\nu,k} \sigma^2_{\nu} I_M, \quad \theta^2_k = 2M\sigma^2_{\nu,k}$$

(12.13)
We consider two scenarios. In the first case, the agents run the ATC diffusion strategy (7.23) with the Metropolis combination weights (8.100), namely,

\[
\begin{align*}
\psi_{k,i} &= w_{k,i} - 1 + 2\mu u^T_{k,i} [d_k(i) - u_{k,i} w_{k,i} - 1] \\
\psi_{k,i} &= \sum_{\ell \in N_k} w_{k,i}
\end{align*}
\]

The Metropolis weights result in a doubly-stochastic combination matrix, \(A\), so that \(p_k = 1/N\). In the second case, the agents transfer the data to a fusion center running the centralized strategy (5.13), i.e.,

\[
\begin{align*}
w_i &= w_{i-1} + \mu \left( \frac{1}{N} \sum_{k=1}^{N} 2u^T_{k,i} (d_k(i) - u_{k,i} w_{k,i}) \right)
\end{align*}
\]

The resulting MSD performance levels are given by expressions (12.2) and (12.5), which in the current setting reduce to (using \(h = 1\) for real data):

\[
\text{MSD}_{\text{cent}} = \text{MSD}_{\text{dist,av}} = \mu M \left( \frac{1}{N} \sum_{k=1}^{N} \sigma^2_{v,k} \right)
\]

We illustrate these results numerically in Figure 12.1 for the two algorithms listed above running on complex-valued data \(\{d_k(i), u_{k,i}\}\) generated according to the model \(d_k(i) = u_{k,i} w^o + v_k(i)\), with \(M = 10\) and where the noise profile is the same one shown earlier in the left plot of Figure 11.2. The unknown vector \(w^o\) is generated randomly and its norm is normalized to one. Figure 12.1 plots the evolution of the ensemble-average learning curves, \(\frac{1}{N} \sum_{k=1}^{N} \mathbb{E} \|\tilde{w}_i\|^2\) for diffusion and \(\mathbb{E} \|\tilde{w}_i\|^2\) for centralized and weighted centralized. The curves are obtained by averaging simulated trajectories over 100 repeated experiments. The label on the vertical axis in the figure refers to the learning curves by writing \(\text{MSD}(i)\), with an iteration index \(i\). It is observed both strategies tend towards the same MSD level that is predicted by the theoretical expression (12.16).

### 12.2 Left-Stochastic Combination Policies

The previous analysis shows that under doubly-stochastic combination policies, cooperation among the agents enhances the network MSD performance albeit possibly at the expense of deterioration in the performance of some individual agents. A useful question to consider is whether it is possible to select combination matrices \(A\) that will ensure that distributed (consensus or diffusion) networks will outperform the
non-cooperative strategy both in terms of the overall network performance and the individual agent performance. We need to search over the larger set of left-stochastic matrices $A$ since we already know that doubly-stochastic matrices $A$ may not be sufficient to guarantee this property.

From expression (12.3) we observe that the performance of each agent in the non-cooperative mode of operation is dependent on its Hessian matrix, $H_k$. We therefore focus on the important special case in which these Hessian matrices are uniform across the agents:

$$H_k \equiv H, \quad k = 1, 2, \ldots, N$$

(12.17)

As explained earlier, this scenario is common in important situations of interest such as the MSE networks of Example 6.3 and in machine learning applications where all agents minimize the same cost function as in Examples 7.4 and 11.9. For a given network topology, we then consider the problem of minimizing the MSD level of the distributed
strategies under these conditions, namely,

\[ A^o \triangleq \arg \min_{A \in \mathcal{A}} \text{Tr} \left( \sum_{k=1}^{N} p_k^2 H^{-1} G_k \right) \tag{12.18} \]

subject to \( A p = p, \quad 1^T p = 1, \quad p_k > 0 \)

where the symbol \( \mathcal{A} \) denotes the set of all \( N \times N \) primitive left-stochastic matrices \( A \) whose entries \( \{a_{\ell k}\} \) satisfy conditions (7.10). To solve the above problem, we start by introducing the nonnegative scalars:

\[ \theta^2_k \triangleq \text{Tr}(H^{-1}G_k), \quad k = 1, 2, \ldots, N \tag{12.19} \]

and refer to them as gradient-noise factors (since they incorporate information about the gradient noise moments, \( G_k \)). Comparing with (12.3), the scalar \( \theta^2_k \) is seen to be proportional to the MSD level at agent \( k \) in the non-cooperative mode of operation. Interpreting every \( A \in \mathcal{A} \) as the probability transition matrix of an irreducible aperiodic Markov chain \([169, 186]\), and using a construction procedure developed in \([42, 106]\), it was argued in \([276]\) that one choice for an optimal \( A^o \) that solves optimization problems of the form (12.18) is the following left-stochastic matrix (which we refer to as the Hastings combination rule).

**Lemma 12.2 (Hastings rule).** The following combination matrix, denoted by \( A^o \) with a superscript \( o \), is a solution to the optimization problem (12.18):

\[
\begin{align*}
a^o_{\ell k} = \begin{cases} 
\frac{\theta^2_k}{\max\{ n_k\theta^2_{\ell k}, n_{\ell}\theta^2_{k} \}}, & \ell \in \mathcal{N}_k \setminus \{k\} \\
1 - \sum_{m \in \mathcal{N}_k \setminus \{k\}} a^o_{mk}, & \ell = k
\end{cases}
\tag{12.20}
\end{align*}
\]

where \( n_k = |\mathcal{N}_k| \) denotes the cardinality of \( \mathcal{N}_k \) or the degree of agent \( k \) (i.e., number of its neighbors). The entries of the corresponding Perron eigenvector are given by

\[ p^o_k = \frac{1}{\theta^2_k} \left( \sum_{\ell=1}^{N} \frac{1}{\theta^2_{\ell}} \right)^{-1}, \quad k = 1, 2, \ldots, N \tag{12.21} \]
Proof. We first consider the optimization problem (12.18) without the eigenvector constraint, $Ap = p$, and minimize instead over the positive scalars $\{p_k\}$:

$$p_k^o \triangleq \arg\min_{p_k} \sum_{k=1}^{N} p_k^2 \theta_k^2 \quad \text{subject to } 1^T p = 1, \; p_k > 0 \quad (12.22)$$

It is easy to verify that the solution to this problem is given by (12.21). Next, we verify that the matrix $A^o$ defined by (12.20) is a left-stochastic primitive matrix that has $p^o = \text{col}\{p_k^o\}$ as its Perron eigenvector.

To begin with, it is straightforward to verify from (12.20) that $A^o$ is left-stochastic. We now establish that $A^o p^o = p^o$, i.e., for every $1 \leq \ell \leq N$:

$$\sum_{k=1}^{N} a^o_{\ell k} p_k^o = p_{\ell}^o \quad (12.23)$$

For this purpose, we note first that for any $\ell \neq k$, the following balanced relation holds:

$$a^o_{\ell k} p_k^o = \left(\frac{\theta_k^2}{\max\{ n_k \theta_k^2, n_\ell \theta_\ell^2 \}}\right) \frac{1}{\theta_k^2} \left(\sum_{\ell=1}^{N} \frac{1}{\theta_\ell^2}\right)^{-1}$$

$$= \left(\frac{1}{\max\{ n_k \theta_k^2, n_\ell \theta_\ell^2 \}}\right) \left(\sum_{\ell=1}^{N} \frac{1}{\theta_\ell^2}\right)^{-1}$$

$$= a^o_{\ell k} p_{\ell}^o \quad (12.24)$$

so that

$$\sum_{k=1}^{N} a^o_{\ell k} p_k^o = \sum_{k \neq \ell} a^o_{\ell k} p_k^o + a_{\ell \ell} p_{\ell}^o$$

$$= \sum_{k \neq \ell} a^o_{\ell k} p_k^o + a_{\ell \ell} p_{\ell}^o$$

$$= \sum_{k=1}^{N} a^o_{\ell k} p_k^o$$

$$= p_{\ell}^o \quad (\text{since } A^o \text{ is left-stochastic}) \quad (12.25)$$

It remains to show that $A^o$ is primitive. To do so, and in view of Lemma 6.1, it is sufficient to show that $a^o_{k k} > 0$ for some $k$. This property actually holds
for all diagonal entries $a_{kk}^0$ in this case. Indeed, note that since

$$a_{ik}^0 = \frac{\theta_k^2}{\max\{n_k\theta_k^2, n\ell\theta_\ell^2\}} \leq \frac{\theta_k^2}{n_k\theta_k^2} \leq \frac{1}{n_k}$$ \hspace{1cm} (12.26)

we get

$$\sum_{k \neq \ell} a_{ik}^0 \leq \sum_{\ell \in N_k \setminus \{k\}} \frac{1}{n_k} = \frac{n_k - 1}{n_k} \hspace{1cm} (12.27)$$

which implies that

$$a_{kk}^0 = 1 - \sum_{\ell \in N_k \setminus \{k\}} a_{ik}^0 \geq 1 - \frac{n_k - 1}{n_k} = \frac{1}{n_k} > 0 \hspace{1cm} (12.28)$$

The Hastings rule is a fully-distributed solution — each agent $k$ only needs to obtain the products $\{n\ell\theta_\ell^2\}$ from its neighbors to compute the combination weights $\{a_{ik}^0\}$. Substituting (12.21) into (12.18), we find that the resulting optimal value for the distributed network MSD is:

$$\text{MSD}^0_{\text{dist,av}} = \frac{\mu}{2h} \left( \sum_{\ell=1}^N \frac{1}{\theta_\ell^2} \right)^{-1} \hspace{1cm} (12.29)$$

At the same time, it follows from (12.5) that the MSD performance of the distributed network for any doubly-stochastic (d.s.) matrix $A$ is:

$$\text{MSD}^{\text{d.s.}}_{\text{dist,av}} = \frac{\mu}{2N^2h} \left( \sum_{\ell=1}^N \theta_\ell^2 \right) \hspace{1cm} (12.30)$$
Now, using the following algebraic property [206], which is valid for any scalars \( \{ \theta^2_k \} \):

\[
N^2 \leq \left( \sum_{\ell=1}^{N} \theta^2_{\ell} \right) \left( \sum_{\ell=1}^{N} \frac{1}{\theta^2_{\ell}} \right)
\]  

we conclude that

\[
MSD_{\text{dist, av}}^o \leq MSD_{\text{dist, av}}^{d.s.} \leq MSD_{\text{ncop, av}}
\]

so that, as expected, the MSD of the distributed (consensus or distributed) network with the optimal left-stochastic matrix, \( A^o \), is also superior to the MSD of the non-cooperative network. More importantly, though, this optimal choice for \( A \) leads to the following performance level at the individual agents in the distributed solution:

\[
MSD_{\text{dist, } k}^o \leq MSD_{\text{ncop, } k}, \quad k = 1, 2, \ldots, N
\]

so that, to first-order in the step-size parameter, the individual agent performance in the optimized distributed network is improved across all agents relative to the non-cooperative case:

\[
MSD_{\text{dist, } k}^o \leq MSD_{\text{ncop, } k}, \quad k = 1, 2, \ldots, N
\]

We summarize the main conclusion in the following statement.

**Lemma 12.3** (Left-stochastic combination policies). Assume all agents employ the same step-size parameter and that the individual costs are strongly-convex and their minimizers coincide with each other. Assume further that the Hessian matrices evaluated at the optimal solution, \( w^o \), are uniform across all agents as in (12.17). For the left-stochastic Hastings policy (12.20) it holds that

\[
MSD_{\text{dist, av}}^o \leq MSD_{\text{dist, av}}^{d.s.} \leq MSD_{\text{ncop, av}} \quad (12.35)
\]

\[
MSD_{\text{dist, } k}^o \leq MSD_{\text{ncop, } k}, \quad k = 1, 2, \ldots, N \quad (12.36)
\]
Example 12.2 (Optimal combination policy for MSE networks). Let us reconsider the setting of Example 11.3, which deals with MSE networks. We assume uniform step-sizes and uniform regression covariances, i.e., $\mu_k \equiv \mu$ and $R_{u,k} \equiv R_u$ for $k = 1, 2, \ldots, N$. In this setting we have

$$H_k = \begin{bmatrix} R_u & 0 \\ 0 & R_u^T \end{bmatrix} = H, \quad G_k = \sigma_{v,k}^2 \begin{bmatrix} R_u \times & R_u^T \end{bmatrix}, \quad \theta_k^2 = 2M\sigma_{v,k}^2$$

(12.37)

For these values of $\{H_k, G_k\}$, the optimization problem (12.18) reduces to

$$A^o \Delta \arg\min_{A \in A} \sum_{k=1}^{N} p_k^2 \sigma_{v,k}^2$$

subject to $Ap = p, \quad 1^T p = 1, \quad p_k > 0$

(12.38)

which is of course the same problem we would be motivated to optimize had we started from the MSD expression (11.147). Using (12.20), an optimal solution is given by

$$a_{\ell k}^o = \begin{cases} \frac{\sigma_{v,k}^2}{\max\{ n_k\sigma_{v,k}^2, n_{\ell}\sigma_{v,\ell}^2 \}}, & \ell \in \mathcal{N}_k \backslash \{k\} \\ 1 - \sum_{m \in \mathcal{N}_k \backslash \{k\}} a_{mk}^o, & \ell = k \end{cases}$$

(12.39)

with

$$\text{MSD}_{\text{dist},k}^o = \text{MSD}_{\text{dist,av}}^o = \frac{\mu M}{2} \left( \sum_{\ell=1}^{N} \frac{1}{\sigma_{v,\ell}^2} \right)^{-1}$$

(12.40)

Note that

$$\text{MSD}_{\text{dist},k}^o \leq \frac{\mu M}{2} \left( \frac{1}{\sigma_{v,k}^2} \right)^{-1} \overset{(12.3)}{=} \text{MSD}_{\text{ncop},k}$$

(12.41)

so that the individual agent performance in the optimized distributed network is improved across all agents relative to the non-cooperative case.

Example 12.3 (Optimal MSD combination policy for online learning). We revisit Example 11.9, which deals with a collection of $N$ learners. Using the notation of that example we have that, in this case, the gradient-noise factors $\{\theta_k^2\}$ are now uniform:

$$\theta_k^2 \equiv \theta^2 = \text{Tr}(H^{-1}R_s)$$

(12.42)
Substituting into expression (12.20) for Hastings rule, we find that the optimal combination coefficients reduce to the following so-called Metropolis rule, which we encountered earlier in Example 8.9:

\[
a_{\ell k}^o = \begin{cases} 
\frac{1}{\max\{n_k, n_\ell\}}, & \ell \in \mathcal{N}_k \setminus \{k\} \\
1 - \sum_{m \in \mathcal{N}_k \setminus \{k\}} a_{mk}^o, & \ell = k
\end{cases}
\] (12.43)

Therefore, the optimal combination policy happens to be doubly-stochastic in this case. Observe that the above combination coefficients now depend solely on the degrees of the agents (i.e., the extent of their connectivity). Moreover, from (12.29) and using \( h = 1 \) for real data, the optimal MSD value is given by

\[
\text{MSD}_{\text{dist,av}} = \frac{\mu}{4} \left( \frac{1}{N} \right) \text{Tr}(H^{-1}R_s)
\] (12.44)

which, in this case, agrees with the performance of the centralized solution given by (12.2). On the other hand, for arbitrary left-stochastic combination matrices \( A \), the MSD performance of the distributed (consensus and diffusion) solutions can be deduced from (12.5) and would be given by

\[
\text{MSD}_{\text{dist,av}} = \frac{\mu}{4} \left( \sum_{k=1}^{N} p_k^2 \right) \text{Tr}(H^{-1}R_s)
\] (12.45)

\[\Box\]

## 12.3 Comparison with Centralized Solutions

The third question we consider in this chapter is to compare the optimal MSD performance of the distributed consensus and diffusion solutions (resulting from the use of the Hastings rule (12.20)), with the MSD performance of the centralized solution under the same condition (12.17) of uniform Hessian matrices. In this case, from expressions (12.2) and (12.29), the MSD levels of the centralized and (optimized) distributed solutions are given by:

\[
\text{MSD}_{\text{cent}} = \frac{\mu}{2N^2h} \left( \sum_{\ell=1}^{N} \theta_\ell^2 \right)
\] (12.46)

\[
\text{MSD}_{\text{dist,av}} = \frac{\mu}{2h} \left( \sum_{\ell=1}^{N} \theta_\ell^2 \right)^{-1}
\] (12.47)
Using the inequality (12.31) again, we readily conclude that, to first-order in the step-size parameter,

\[ \text{MSD}_{\text{dist,av}}^o \leq \text{MSD}_{\text{cent}} \]  

(12.48)

so that the optimized distributed network running the consensus strategy (7.9) or the diffusion strategies (7.18) or (7.19) with the Hasting combination rule (12.20) outperforms the centralized solution (5.22), which we repeat below for ease of reference

\[ w_i = w_{i-1} - \mu \left( \frac{1}{N} \sum_{k=1}^{N} \nabla w^* J_k(w_{i-1}) \right), \quad i \geq 0 \]  

(12.49)

The conclusion that the distributed solutions outperform the centralized solution may seem puzzling at first. However, this result follows from the fact that the optimized combination coefficients (12.20) for the distributed implementations exploit information about the gradient noise factors, \( \{\theta^2_\ell\} \). This information is not used by the centralized algorithm (12.49). We can of course modify (12.49) to include information about the gradient noise factors as well.

**Weighted Centralized Strategy**

One way to modify the centralized solution (12.49) is as follows [279]. We incorporate the positive weighting coefficients \( \{p^o_k\} \) into the centralized update equation:

\[ w_i = w_{i-1} - \mu \left( \sum_{k=1}^{N} p^o_k \nabla w^* J_k(w_{i-1}) \right), \quad i \geq 0 \]  

(12.50)

where the \( p^o_k \) were defined earlier in (12.21):

\[ p^o_k \triangleq \frac{1}{\theta^2_k} \left( \sum_{\ell=1}^{N} \frac{1}{\theta^2_\ell} \right)^{-1}, \quad k = 1, 2, \ldots, N \]  

(12.51)

The MSD performance of the weighted centralized solution (12.50) can be verified to match that of the optimized distributed solution (12.47). Indeed, compared with (12.49), we can interpret algorithm (12.50) as corresponding to the centralized stochastic gradient implementation.
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that would result from minimizing instead the following modified global cost

$$J^{\text{glob}, b}(w) \triangleq \sum_{k=1}^{N} J^b_k(w)$$

(12.52)

where each individual cost is a scaled version of the original cost:

$$J^b_k(w) \triangleq N p^o_k J_k(w)$$

(12.53)

In this way, the gradient noise vectors that result from using the modified costs \{J^b_k(w)\} will be scaled by the same factors \{N p^o_k\} relative to the gradient noise vectors that result from using the original costs \{J_k(w)\}. Specifically, if we denote the individual gradient noise process corresponding to implementation (12.49) by

$$s_{k,i}(w_{i-1}) = \widehat{\nabla_{w^*}} J_k(w_{i-1}) - \nabla_{w^*} J_k(w_{i-1})$$

(12.54)

then the gradient noise process that corresponds to implementation (12.50) will be given by

$$s^b_{k,i}(w_{i-1}) \triangleq \widehat{\nabla_{w^*}} J^b_k(w_{i-1}) - \nabla_{w^*} J^b_k(w_{i-1})$$

$$= N p^o_k s_{k,i}(w_{i-1})$$

(12.55)

under the reasonable expectation that the gradient vector approximation, \(\widehat{\nabla_{w^*}} J^b_k(w_{i-1})\), is similarly scaled by \(N p^o_k\). Consequently, the limiting moment matrices corresponding to the new gradient noise vectors, \{s^b_{k,i}(w^o)\}, will be scaled multiples of the moment matrices corresponding to the previous gradient noise vectors \{s_{k,i}(w^o)\}, i.e.,

$$R_{s,k}^b = (N p^o_k)^2 R_{s,k}$$

(12.56)

$$R_{q,k}^b = (N p^o_k)^2 R_{q,k}, \quad k = 1, 2, \ldots, N$$

(12.57)

It follows from definition (5.56) that the matrices \{H^b, G^b_k\} for the weighted centralized solution (12.50) are related to the matrices \{H, G_k\} for the original centralized solution (12.49) as follows:

$$H^b = N p^o_k H$$

(12.58)

$$G^b_k = (N p^o_k)^2 G_k, \quad k = 1, 2, \ldots, N$$

(12.59)
and, therefore, the corresponding gradient noise factors \( \{\theta^2_k, (\theta^b_k)^2\} \) are related as
\[
(\theta^b_k)^2 = Np^o_k \theta^2_k, \quad k = 1, 2, \ldots, N \quad (12.60)
\]
Substituting into (12.46) we find that the MSD level for the weighted centralized solution, denoted by MSD_{wcen} is given by
\[
\text{MSD}_{wcen} = \frac{\mu}{2N^2h} \sum_{\ell=1}^{N} (\theta^b_{\ell})^2
\]
\[
= \frac{\mu}{2N^2h} \sum_{\ell=1}^{N} Np^o_{\ell} \theta^2_{\ell}
\]
\[
\overset{(12.51)}{=} \frac{\mu}{2h} \left( \sum_{\ell=1}^{N} \frac{1}{\theta^2_{\ell}} \right)^{-1}
\]
\[
\overset{(12.47)}{=} \text{MSD}_{\text{dist,av}}^a (12.61)
\]
We conclude that it is possible to modify the centralized solution into the weighted form (12.50) such that the MSD performance of the optimal distributed solution matches the MSD performance of the weighted centralized solution.

**Example 12.4 (Comparing distributed and centralized solutions).** We reconsider the setting of Example 11.3, which deals with MSE networks. We assume uniform step-sizes, \( \mu_k \equiv \mu = 0.001 \), and real-valued data with uniform regression covariance matrices of the form \( R_{u,k} = \sigma^2_{u} \mathbf{I}_M \) where \( \sigma^2_{u} \) is chosen randomly from within the range \([1, 2]\). In this setting, we have
\[
H_k = 2\sigma^2_{u} \mathbf{I}_M = H, \quad G_k = 4\sigma^2_{v,k} \sigma^2_{u} \mathbf{I}_M, \quad \theta^2_k = 2M\sigma^2_{v,k} \quad (12.62)
\]
We consider three scenarios. In the first case, the agents run the ATC diffusion strategy (7.23), namely,
\[
\left\{ \begin{array}{l}
\psi_{k,i} = w_{k,i-1} + 2\mu u^T_{k,i} [d_k(i) - u_{k,i} w_{k,i-1}] \\
w_{k,i} = \sum_{\ell \in N_k} a^0_{\ell k} \psi_{\ell,i}
\end{array} \right. \quad (12.63)
\]
where the combination weights \( \{a^0_{\ell k}\} \) are the Hastings weights from (12.39). In the second case, the agents transfer the data to a fusion center running the
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Figure 12.2: A connected network topology consisting of $N = 20$ agents employing the averaging rule (11.148).

conventional (un-weighted) centralized strategy (5.13), i.e.,

$$\mathbf{w}_i = \mathbf{w}_{i-1} + \mu \left( \frac{1}{N} \sum_{k=1}^{N} 2\mathbf{u}_{k,i}^\top (\mathbf{d}_k(i) - \mathbf{u}_{k,i} \mathbf{w}_{i-1}) \right)$$  \hspace{1cm} (12.64)

In the third case, the fusion center employs a weighted centralized solution of the form:

$$\mathbf{w}_i = \mathbf{w}_{i-1} + \mu \left( \sum_{k=1}^{N} 2p_k^o \mathbf{u}_{k,i}^\top (\mathbf{d}_k(i) - \mathbf{u}_{k,i} \mathbf{w}_{i-1}) \right)$$  \hspace{1cm} (12.65)

where the $\{p_k^o\}$ are the entries of the Perron vector given by (12.21), which in the current setting reduces to:

$$p_k^o = \frac{1}{\sigma_{v,k}^2} \left( \sum_{\ell=1}^{N} \frac{1}{\sigma_{v,\ell}^2} \right)^{-1}, \quad k = 1, 2, \ldots, N$$  \hspace{1cm} (12.66)

The resulting MSD performance levels are given by expressions (12.46)—
(12.47) and (12.61) using $h = 1$:

$$
\text{MSD}_{\text{cent}} = \frac{\mu}{2N^2} \left( \sum_{\ell=1}^{N} \theta_{\ell}^2 \right) \quad (12.67)
$$

$$
\text{MSD}_{\text{wcent}} = \text{MSD}_{\text{dist,av}}^0 = \frac{\mu}{2} \left( \sum_{\ell=1}^{N} \frac{1}{\theta_{\ell}^2} \right)^{-1} \quad (12.68)
$$

where $\theta_{\ell}^2 = 2M\sigma_{v,\ell}^2$.

Figure 12.3: Regression data power (left) and measurement noise profile (right) across all agents in the network. The covariance matrices are assumed to be of the form $R_{u,k} = \sigma_{u}^2 I_M$, and the noise and regression data are Gaussian distributed in this simulation.

We illustrate these results numerically for the connected network topology shown in Figure 12.2 with $N = 20$ agents. The measurement noise variances, $\{\sigma_{v,k}^2\}$, and the power of the regression data, are shown in the plots of Figure 12.3, respectively. All agents are assumed to have a non-trivial self-loop so that the neighborhood of each agent includes the agent itself as well. The resulting network is therefore strongly-connected.

Figure 12.4 plots the resulting learning curves for the three algorithms listed above: ATC diffusion, centralized, and weighted centralized running on real-valued data $\{d_k(i), u_{k,i}\}$ generated according to the model $d_k(i) = u_{k,i}w^0 + v_k(i)$, with $M = 10$. The unknown vector $w^0$ is generated randomly and its norm is normalized to one. The figure plots the evolution of the ensemble-average learning curves, $\frac{1}{N} \mathbb{E} \| \tilde{w}_i \|^2$ for diffusion and $\mathbb{E} \| \tilde{w}_i \|^2$ for centralized and weighted centralized. The curves are obtained by averaging simulated trajectories over 100 repeated experiments. The labels on the vertical axes in the figures refer to the learning curves by writing MSD($i$), with an iteration index $i$. It is seen in the figure that the MSD level that is attained
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Figure 12.4: Evolution of the learning curves for ATC diffusion (12.63), un-weighted centralized strategy (12.64), and weighted centralized strategy (12.65).

by the diffusion strategy is better (lower) than the MSD level that is attained by the un-weighted centralized strategy, in agreement with the theoretical result (12.48). On the other hand, the same figure shows that the weighted centralized solution (12.65) eliminates the degradation in performance, again in agreement with the theoretical result (12.61).

12.4 Excess-Risk Performance

We focused in the previous sections on the MSD performance measure. The same conclusions extend to the ER performance measure and, therefore, we shall be brief. To begin with, for a meaningful comparison with the non-cooperative solution, we shall assume in this section that
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all cost functions are uniform across the agents, namely,

\[ J_k(w) \equiv J(w), \quad k = 1, 2, \ldots, N \]  \hspace{1cm} (12.69)

The ER performance levels for the non-cooperative, centralized, and distributed strategies are then given by

\[
\text{ER}_{\text{cent}} = \frac{\mu h}{4} \left( \frac{1}{N^2} \right) \text{Tr} \left( \sum_{k=1}^{N} R_{s,k} \right) \]  \hspace{1cm} (12.70)

\[
\text{ER}_{\text{ncop},k} = \frac{\mu h}{4} \text{Tr} (R_{s,k}) \]  \hspace{1cm} (12.71)

\[
\text{ER}_{\text{ncop},av} = \frac{\mu h}{4} \left( \frac{1}{N} \right) \text{Tr} \left( \sum_{k=1}^{N} R_{s,k} \right) \]  \hspace{1cm} (12.72)

\[
\text{ER}_{\text{dist},k} = \text{ER}_{\text{dist},av} = \frac{\mu h}{4} \text{Tr} \left( \sum_{k=1}^{N} p_{k}^2 R_{s,k} \right) \]  \hspace{1cm} (12.73)

For doubly-stochastic combination matrices, and to first-order in the step-size parameter, it again holds that

\[
\text{ER}_{\text{dist},av} = \text{ER}_{\text{cent}} = \frac{1}{N} \text{ER}_{\text{ncop},av} \]  \hspace{1cm} (12.74)

This result is in terms of the average network performance (obtained by averaging the ER levels of the individual agents). In this way, the result establishes that the average ER performance of the distributed solution is \(N\)-fold superior (i.e., lower) than the average ER performance attained by the agents in a non-cooperative solution. However, from (12.71) and (12.73) we observe that the ER of the individual agents in the distributed implementation will be smaller (and, hence, better) than the ER of the individual agents in the non-cooperative implementation only when for each \(k = 1, 2, \ldots, N:\)

\[
\frac{1}{N} \sum_{k=1}^{N} \text{Tr} (R_{s,k}) \quad \leq \quad N \text{Tr}(R_{s,k}) \]  \hspace{1cm} (12.75)

Unfortunately, this condition may or may not hold. For example, if all the \(\{R_{s,k}\}\) are uniform across the agents, then the condition is clearly satisfied and the performance of all individual agents will im-
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prove through cooperation. On the other hand, if we consider the example \( N = 2 \), \( R_{s,1} = rI_M \) and \( R_{s,2} = 9rI_M \) for some \( r > 0 \). Then,

\[
\frac{1}{N} \sum_{k=1}^{N} \text{Tr}(R_{s,k}) = 5rI_M
\]

which is larger than \( 2R_{s,1} \) but smaller than \( 2R_{s,2} \). In this case, agent 2 will benefit from cooperation while agent 1 will not.

We can then seek a left-stochastic policy that optimizes the ER level by solving

\[
A^o \triangleq \arg \min_{A \in \mathcal{A}} \text{Tr} \left( \sum_{k=1}^{N} p_k^2 R_{s,k} \right) \tag{12.77}
\]

subject to \( Ap = p, \quad 1^T p = 1, \quad p_k > 0 \)

The solution to (12.77) can be obtained in a manner similar to the solution of the earlier problem (12.18). The only difference is that the parameters \( \theta_k^2 \) should now be defined as follows:

\[
\theta_k^2 \triangleq \text{Tr}(R_{s,k}), \quad k = 1, 2, \ldots, N \tag{12.78}
\]

in terms of the moment matrices \( \{R_{s,k}\} \) alone — compare with (12.19). These parameters can then be used in (12.20) to construct the corresponding Hastings combination rule. The resulting (optimized) ER value will be

\[
\text{ER}_{\text{dist}, \text{av}}^o = \mu h \left( \frac{1}{4} \sum_{\ell=1}^{N} \frac{1}{\theta_{\ell}^2} \right)^{-1} \tag{12.79}
\]

and it again holds that

\[
\text{ER}_{\text{dist}, \text{av}}^o \leq \text{ER}_{\text{dist}, \text{av}}^{d.s.} = \frac{1}{N} \text{ER}_{\text{ncop}, \text{av}} \tag{12.80}
\]

so that, as expected, the ER of the distributed (consensus or distributed) network with an optimal left-stochastic matrix, \( A^o \), is also superior to the ER of the non-cooperative scenario. More importantly, though, this optimal choice for \( A \) leads again to

\[
\text{ER}_{\text{dist}, k}^o \leq \text{ER}_{\text{ncop}, k}, \quad k = 1, 2, \ldots, N \tag{12.81}
\]
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so that the individual agent performance in the optimized distributed network is improved across all agents relative to the non-cooperative case.

**Example 12.5 (Comparing distributed and centralized learners)**. We reconsider the numerical example at the end of Example 11.11, which deals with logistic networks operating on real data \(\{\gamma_k(i), h_k,i\}\) originating from the alpha data set [223]. We consider the same network topology shown earlier in Figure 11.5 with \(N = 20\) agents employing uniform step-sizes, \(\mu_k \equiv \mu\). We already know from the result of Example 12.3 that the (optimal) Hastings rule reduces to the Metropolis rule \((12.43)\), which is doubly-stochastic. Therefore, the entries of the corresponding Perron eigenvector are \(p_k = 1/N\).

In this example, we compare the performance of two algorithms, ATC diffusion and the weighted centralized strategy, for the minimization of the (regularized) logistic risk function \((11.205)\). The algorithms take the following form in this case:

\[
\begin{align*}
\psi_{k,i} &= (1 - \rho \mu_k) w_{k,i-1} + \mu \gamma_k(i) h_{k,i} \left( \frac{1}{1 + e^{\gamma_k(i) h_{k,i}^T w_{k,i-1}}} \right) \\
w_{k,i} &= \sum_{\ell \in N_k} a_{k,\ell} \psi_{\ell,i} \quad \text{(ATC diffusion)}
\end{align*}
\]

(12.82)

and

\[
w_i = (1 - \rho \mu) w_{i-1} + \frac{\mu}{N} \sum_{k=1}^{N} \gamma_k(i) h_{k,i} \left( \frac{1}{1 + e^{\gamma_k(i) h_{k,i}^T w_{i-1}}} \right) \quad \text{(weigh. centr.)}
\]

(12.83)

In this case, and since the combination policy is doubly-stochastic, the ER performance of both algorithms will tend towards similar values. Using expression \((12.79)\) with \(h = 1\) for real data, this level is given by

\[
ER_{\text{cent}} = ER_{\text{dist,av}}^2 = \frac{\mu}{4} \left( \sum_{\ell=1}^{N} \frac{1}{\theta^2_{\ell}} \right)^{-1} = \frac{\mu}{4N} \text{Tr}(R_s)
\]

(12.84)

where we used \((12.78)\) to note that

\[
\theta^2 = \text{Tr}(R_s)
\]

(12.85)

**Figure 12.5** plots the evolution of the ensemble-average learning curves, \(\mathbb{E}\{J(w_{i-1}) - J(w^o)\}\), for the above ATC diffusion and weighted centralized strategies using \(\mu = 1 \times 10^{-4}\). The curves are obtained by averaging the trajectories \(\{J(w_{i-1}) - J(w^o)\}\) over 100 repeated experiments. The label on
the vertical axis in the figure refers to the learning curves by writing ER(i), with an iteration index i. Each experiment involves running the diffusion strategy (12.82) or the weighted centralized strategy (12.83) with $\rho = 10$. To generate the trajectories for the experiments in this example, the optimal $w^\circ$ and the gradient noise covariance matrix, $R_s$, are first estimated off-line by applying a batch algorithm to all data points. For the data used in this experiment we have $\text{Tr}(R_s) \approx 131.48$. It is observed in the figure that the learning curves tend towards the ER value predicted by the theoretical expression (12.84).

**Figure 12.5:** Evolution of the learning curves for the diffusion and weighted centralized strategies (12.82)–(12.83), with all agents employing the step-size $\mu = 1 \times 10^{-4}$. 
We assumed in our presentation so far that all agents in the network have *continuous* access to data measurements and are able to evaluate their gradient vector approximations. However, it is observed in nature that the behavior of biological networks is often driven more heavily by a small fraction of informed agents as happens, for example, with bees and fish [12, 22, 125, 219]. This phenomenon motivates us to examine in this chapter multi-agent networks where only a *fraction* of the agents are informed, while the remaining agents are uninformed.

### 13.1 Informed and Uninformed Agents

Informed agents are defined as those agents that are capable of evaluating their gradient vector approximation continuously from streaming data and of performing the two tasks of adapting their iterates and consulting with their neighbors. Uninformed agents, on the other hand, are incapable of performing adaptation but can still participate in the consultation process with their neighbors. In this way, uninformed agents continue to assist in the diffusion of information across the network and act primarily as relay agents. We illustrate these two definitions
by considering a strongly-connected network running, for example, the
ATC diffusion strategy (7.19). When an agent \( k \) is informed, it employs
a strictly positive step-size and performs the two steps of adaptation
and combination:

\[
\begin{aligned}
\psi_{k,i} &= w_{k,i-1} - \frac{2\mu}{h} \nabla w^* J_k(w_{k,i-1}) \\
\psi_{k,i} &= \frac{h}{\mu} \nabla w^* J_k(w_{k,i-1}) \\
\end{aligned}
\]

\[(13.1)\]

where \( h = 1 \) for real data and \( h = 2 \) for complex data. When an agent
is uninformed, we set its step-size parameter to zero, \( \mu_k = 0 \), so that
they are unable to perform the adaptation step but continue to perform
the aggregation step. Their update equations therefore reduce to

\[
\begin{aligned}
\psi_{k,i} &= w_{k,i-1} \\
\psi_{k,i} &= \frac{h}{\mu} \nabla w^* J_k(w_{k,i-1}) \\
\end{aligned}
\]

\[(13.2)\]

which collapse into the more compact form:

\[
\begin{aligned}
\psi_{k,i} &= w_{k,i-1} \\
\psi_{k,i} &= \frac{h}{\mu} \nabla w^* J_k(w_{k,i-1}) \\
\end{aligned}
\]

\[(13.3)\]

Although unnecessary for our treatment, we will assume for simplicity
of presentation that the step-size parameter is uniform and equal to \( \mu \)
across all informed agents:

\[
\mu_k = \begin{cases}
\mu, & \text{(informed agent)} \\
0, & \text{(uninformed agent)} \\
\end{cases}
\]

\[(13.4)\]

We will also focus on diffusion and consensus networks. Recall from
(8.7)–(8.10) that the consensus and diffusion strategies correspond to
the following choices for \( \{A_o, A_1, A_2\} \) in terms of a single combination
matrix \( A \) in the general description (8.46):

- **consensus**: \( A_o = A, \ A_1 = I_N = A_2 \)
- **CTA diffusion**: \( A_1 = A, \ A_2 = I_N = A_o \)
- **ATC diffusion**: \( A_2 = A, \ A_1 = I_N = A_o \)
13.2 Conditions on Cost Functions

We recall the definition of the aggregate cost function for the case when all agents are informed:

\[ J_{\text{glob}}(w) \equiv \sum_{k=1}^{N} J_k(w) \]  

(13.8)

Let \( \mathcal{N}_I \) denote the set of indices of informed agents in the network:

\[ \mathcal{N}_I \equiv \{ k : \text{such that } \mu_k = \mu > 0 \} \]  

(13.9)

The number of elements in \( \mathcal{N}_I \) is denoted by

\[ N_I = |\mathcal{N}_I| \]  

(13.10)

The remaining agents are uninformed. We assume the network has at least one informed agent so that \( N_I \geq 1 \).

Now, observe from the definitions of informed and uninformed agents that if some agent \( k_o \) happens to be uninformed, then information about its gradient vector and, hence, cost function \( J_{k_o}(w) \), is excluded from the overall learning process. For this reason, the effective global cost that the network will be minimizing is redefined as

\[ J_{\text{glob, eff}}(w) \equiv \sum_{k \in \mathcal{N}_I} J_k(w) \]  

(13.11)

where the sum is over the individual costs of the informed agents. Clearly, if the individual costs share a common minimizer (which is the situation of most interest to us in this chapter), then the global minimizers of (13.8) and (13.11) will coincide. In general, though, the minimizers of these global costs may be different, and the minimizer of (13.11) will change with the set \( \mathcal{N}_I \). For this reason, whenever necessary, we shall write \( w^o(\mathcal{N}_I) \) to highlight the dependency of the minimizer of (13.11) on the set of informed agents.

In this chapter, whenever we refer to the global cost, we will be referring to the effective global cost (13.11) since entries from uninformed agents are excluded. It is this global cost, along with the individual costs of the informed agents, that we now need to assume to satisfy the conditions in Assumption 6.1. Specifically, the individual cost functions,
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$J_k(w)$ for $k \in \mathcal{N}_I$, are each twice-differentiable and convex, with at least one of them being $\nu_d$-strongly convex. Moreover, the effective aggregate cost function, $J_{\text{glob,eff}}(w)$, is also twice-differentiable and satisfies

$$0 < \frac{\nu_d}{h} I_{hM} \leq \nabla_w^2 J_{\text{glob,eff}}(w) \leq \frac{\delta_d}{h} I_{hM}$$

(13.12)

for some positive parameters $\nu_d \leq \delta_d$. In other words, conditions that we introduced in the earlier chapters on the cost functions $\{J_{\text{glob}}(w), J_k(w), k = 1, 2, \ldots, N\}$ will now need to be satisfied by the informed agents and by the effective global cost, $\{J_{\text{glob,eff}}(w), J_k(w), k \in \mathcal{N}_I\}$. For example, the smoothness condition (10.1) on the individual cost functions will now be required to be satisfied by the informed agents. Likewise, the gradient noise processes at the informed agents will need to satisfy the conditions in Assumption 8.1 or the fourth-order moment condition (8.121), as well as the smoothness condition (11.10) on their covariance matrices.

The limit point of the network will continue to be denoted by $w^*$ and it is now defined as unique minimum of the following weighted aggregate cost function, $J_{\text{glob,eff}^*}(w)$, from (8.53), namely,

$$J_{\text{glob,eff}^*}(w) \overset{\Delta}{=} \sum_{k \in \mathcal{N}_I} \mu_k p_k J_k(w)$$

(13.13)

where the sum is again defined over the set of informed agents, and where the $\{p_k\}$ are the entries of the Perron eigenvector of the primitive combination matrix $A$:

$$Ap = p, \quad 1^T p = 1, \quad p_k > 0$$

(13.14)

The limit vector, $w^*$, that results from (13.13) is again dependent on the set of informed agents. For this reason, whenever necessary, we shall also write $w^*(\mathcal{N}_I)$ to highlight the dependency of the minimizer of (13.13) on $\mathcal{N}_I$.

Under these adjustments, with requirements now imposed on the informed agents and with the network still assumed to be strongly-connected, it can be verified that the multi-agent network continues to be stable in the mean-square sense and in the mean sense, namely, for
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all agents \( k = 1, 2, \ldots, N \) (informed and uninformed alike):

\[
\lim_{i \to \infty} \sup \mathbb{E} \| \tilde{w}_{k,i} \| = O(\mu) \quad (13.15)
\]

\[
\lim_{i \to \infty} \mathbb{E} \| \tilde{w}_{k,i} \|^2 = O(\mu) \quad (13.16)
\]

These facts are justified as follows. With regards to mean-square-error stability, we refer to the general proof in step (c) of Theorem 9.1. The two main differences that will occur if we repeat the argument relate to expressions (9.33) and (9.58), which now become

\[
D_{11,i-1} = \sum_{k \in \mathcal{N}_I} \mu p_k H_{k,i-1}^T \quad (13.17)
\]

\[
0 = \sum_{k \in \mathcal{N}_I} \mu p_k b_k^c \quad (13.18)
\]

with the sums evaluated over the set of informed agents. It will continue to holds that \( D_{11,i-1} > 0 \) in view of condition (13.12). Likewise, result (13.18) will hold in view of (13.13) from which we conclude that \( w^* \) now satisfies

\[
\sum_{k \in \mathcal{N}_I} \mu p_k \nabla_w J_k(w^*) = 0 \quad (13.19)
\]

With regards to mean stability, if we refer to the proof of Theorem 9.3, we will again conclude that the matrix \( B \) remains stable since the matrix \( D_{11} \) defined by (9.195) will now become

\[
D_{11} = \sum_{k \in \mathcal{N}_I} \mu p_k H_k^T \quad (13.20)
\]

and it remains positive-definite.

13.3 Mean-Square-Error Performance

The results in the sequel reveal some interesting facts about adaptation and learning in the presence of informed and uninformed agents [213, 247, 250]. For example, it will be seen that when the set of informed agents is enlarged, the convergence rate of the network will become faster albeit at the expense of possible deterioration in mean-square-error performance. In other words, the MSD and ER performance metrics do not necessarily improve with a larger proportion of
informed agents. The arguments in this chapter extend the presentation from [213] to the case of complex-valued arguments.

Thus, consider strongly-connected networks running the consensus or diffusion strategies (7.9), (7.18), or (7.19). We recall from expression (11.118) that, when all agents are informed, the MSD performance of these distributed solutions is given by:

$$\text{MSD}_{\text{dist,av}} = \frac{\mu^2}{2h} \text{Tr} \left[ \left( \sum_{k=1}^{N} p_k H_k \right)^{-1} \left( \sum_{k=1}^{N} p_k^2 G_k \right) \right]$$

(13.21)

We also recall from (11.139) that the convergence rate of the error variances, $\mathbb{E}\|\tilde{w}_{k,i}\|^2$, towards this MSD value is given by

$$\alpha_{\text{dist}} = 1 - 2\mu \lambda_{\text{min}} \left\{ \sum_{k=1}^{N} p_k H_k \right\} + o(\mu)$$

(13.22)

in terms of the smallest eigenvalue of the sum of weighted Hessian matrices. In the above expression, the parameter $\alpha_{\text{dist}} \in (0, 1)$ and the smaller the value of $\alpha_{\text{dist}}$ is, the faster the convergence behavior becomes.

If we now consider the case where some agents are uninformed, and repeat the derivation that led to (11.47) and (11.118), we will find that the same result still hold if we set $\mu_k = 0$ for the uninformed agents [68, 213, 247, 250], namely,

$$\alpha_{\text{dist}} = 1 - 2\mu \lambda_{\text{min}} \left\{ \sum_{k \in N_j} p_k H_k \right\} + o(\mu)$$

(13.23)

and

$$\text{MSD}_{\text{dist,k}} = \text{MSD}_{\text{dist,av}} = \frac{\mu}{2h} \text{Tr} \left[ \left( \sum_{k \in N_j} p_k H_k \right)^{-1} \left( \sum_{k \in N_j} p_k^2 G_k \right) \right]$$

(13.24)
where the sums are over the set $k \in \mathcal{N}_I$.

Observe now that since the entries of $p$ are positive for primitive left-stochastic matrices $A$, it is clear from (13.23) that, for small step-sizes, if the set of informed agents is enlarged from $\mathcal{N}_I$ to

$$\mathcal{N}_I' \supset \mathcal{N}_I$$

(13.25)

then the convergence rate improves (i.e., faster convergence with $\alpha_{\text{dist}}$ becoming smaller). However, from (13.24), the network MSD may decrease, remain unchanged, or increase depending on the values of $\{H_k, G_k\}$. This situation is illustrated in Figure 13.1.

![Figure 13.1: Enlarging the set of informed agents improves the convergence rate but does not necessarily improve the MSD network performance.](image)

Note that the previous statements compare the convergence rates and MSD levels relative to the minimizers $w^*(\mathcal{N}_I)$ and $w^*(\mathcal{N}_I')$ of the weighted effective costs (13.13) that would correspond to the sets $\mathcal{N}_I$ and $\mathcal{N}_I'$. These minimizers are generally different and, therefore,
these comparisons amount to determining how well and how fast the network configuration, $\mathcal{N}_I$ or $\mathcal{N}_I'$, converge towards their respective limit points. The next example describes the useful scenario when the two minimizers, $w^*(\mathcal{N}_I)$ and $w^*(\mathcal{N}_I')$, coincide since the corresponding individual costs will share a common minimizer.

**Example 13.1** (Role of informed agents over MSE networks). For the MSE network of Example 6.3 with uniform step-sizes and uniform covariance matrices, i.e., $\mu_k \equiv \mu$ and $R_{u,k} \equiv R_u > 0$, we have

$$H_k = \begin{bmatrix} R_u & 0 \\ 0 & R_u^T \end{bmatrix} \equiv H, \quad G_k = \sigma_{v,k}^2 \begin{bmatrix} R_u & \times \\ \times & R_u^T \end{bmatrix}$$

(13.26)

Moreover, all costs $J_k(w)$ share the same minimizer so that $w^* = w^\omega$ for any set of informed agents. Using $h = 2$ for complex data, it follows that expressions (13.23) and (13.24) reduce to

$$\alpha_{\text{dist}} \approx 1 - 2\mu \lambda_{\text{min}}(R_u) \left( \sum_{k \in \mathcal{N}_I} p_k \right)$$

(13.27)

$$\text{MSD}_{\text{dist,av}} = \frac{\mu M}{h} \left( \sum_{k \in \mathcal{N}_I} p_k \right)^{-1} \left( \sum_{k \in \mathcal{N}_I} p_k \sigma_{v,k}^2 \right)$$

(13.28)

where the symbol $\approx$ in the expression for $\alpha_{\text{dist}}$ signifies that we are ignoring the higher-order term $o(\mu)$ for sufficiently small step-sizes. It is now clear that if the set of informed agents is enlarged to $\mathcal{N}_I' \supset \mathcal{N}_I$, then the convergence rate improves (i.e., faster convergence with $\alpha_{\text{dist}}$ becoming smaller). However, from (13.28), the network MSD may decrease, remain unchanged, or increase depending on the values of the noise variances $\{\sigma_{v,k}^2\}$ at the new informed agents. We illustrate this behavior by considering two cases of interest.

Assume first that $A$ is doubly-stochastic. Then, $p_k = 1/N$ and the above expressions reduce to:

$$\alpha_{\text{dist}} \approx 1 - 2\mu \left( \frac{N_I}{N} \right) \lambda_{\text{min}}(R_u)$$

(13.29)

$$\text{MSD}_{\text{dist,av}} = \frac{\mu M}{h} \frac{1}{N} \left( \frac{1}{N_I} \sum_{k \in \mathcal{N}_I} \sigma_{v,k}^2 \right)$$

(13.30)

It is seen that if we add a new informed agent of index $k' \notin \mathcal{N}_I$, then the convergence rate improves because $N_I$ increases but the MSD performance of
the network will get worse if

\[
\left( \frac{1}{N_I + 1} \sum_{k \in N_{I+1}} \sigma_{v,k}^2 \right) > \left( \frac{1}{N_I} \sum_{k \in N_I} \sigma_{v,k}^2 \right)
\]

(13.31)

where \( N_{I+1} = N_I \cup \{ k' \} \) or, equivalently, if

\[
\frac{1}{N_I} \sum_{k \in N_I} \sigma_{v,k}^2 > \frac{1}{N_I} \sum_{k \in N_I} \sigma_{v,k}'^2 > \frac{1}{N_I} \sum_{k \in N_I} \sigma_{v,k}^2
\]

(13.32)

That is, the MSD performance gets worse if the incoming noise power at the newly added agent is worse than the average noise power of the existing informed agents.

Let us consider next the case in which the combination weights \( \{ a_{\ell k} \} \) are selected according to the averaging rule (which is left-stochastic):

\[
a_{\ell k} = \begin{cases} 1/n_k, & \ell \in N_k \\ 0, & \text{otherwise} \end{cases}
\]

(13.33)

in terms of the degrees of the various agents. Recall that \( n_k \) is equal to the number of neighbors that agent \( k \) has. It can be verified that the Perron eigenvector \( p \) is given by:

\[
p = \left( \sum_{k=1}^{N} n_k \right)^{-1} \begin{bmatrix} n_1 \\ n_2 \\ \vdots \\ n_N \end{bmatrix}
\]

(13.34)

In this case, expressions (13.27) and (13.28) reduce to

\[
\alpha_{\text{dist}} \approx 1 - 2\mu \lambda_{\text{min}}(R_u) \left( \frac{\sum_{k \in N_I} n_k}{\sum_{k=1}^{N} n_k} \right)
\]

(13.35)

\[
\text{MSD}_{\text{dist,av}} = \frac{\mu M h}{h} \left( \frac{1}{\sum_{k=1}^{N} n_k} \right) \left( \sum_{k \in N_I} \frac{1}{n_k} \right) \left( \sum_{k \in N_I} \sigma_{v,k}^2 \right)
\]

(13.36)

It is again seen that if we add a new informed agent \( k' \notin N_I \), then the convergence rate improves. However, the MSD performance of the network will get worse if

\[
\left( \frac{1}{\sum_{k \in N_{I+1}} n_k} \right) \left( \sum_{k \in N_{I+1}} \sigma_{v,k}^2 \right) > \left( \frac{1}{\sum_{k \in N_I} n_k} \right) \left( \sum_{k \in N_I} \sigma_{v,k}^2 \right)
\]

(13.37)
or, equivalently, if

\[ n_{k'} \sigma_{v,k'}^2 > \left( \sum_{k \in \mathcal{N}_I} n_k \right)^{-1} \left( \sum_{k \in \mathcal{N}_I} n_k^2 \sigma_{v,k}^2 \right) \quad (13.38) \]

where the degrees of the agents are now involved in the inequality in addition to the noise variances. The above condition can be expressed in terms of a weighted harmonic mean as follows. Introduce the inverse variables

\[ x_k \triangleq \frac{1}{n_k \sigma_{v,k}^2}, \quad k \in \mathcal{N}_I \quad (13.39) \]

which consist of the inverses of the noise variances scaled by \( n_k \). Let \( x_H \) denote the weighted harmonic mean of these variables, with weights \( \{n_k\} \), which is defined as

\[ x_H \triangleq \left( \sum_{k \in \mathcal{N}_I} n_k \right) \left( \sum_{k \in \mathcal{N}_I} \frac{n_k}{x_k} \right)^{-1} \quad (13.40) \]

Then, condition (13.38) is equivalent to stating that

\[ x'_{k'} = \frac{1}{n_{k'} \sigma_{v,k'}^2} < x_H \quad (13.41) \]

That is, the MSD performance will get worse if the new inverse variable, \( x'_{k'} \), is smaller than the weighted harmonic mean of the inverse variables \( \{x_k\} \) associated with the existing informed agents.

We illustrate these results numerically for the case of the averaging rule (13.33) with uniform step-sizes across the agents set at \( \mu_k \equiv \mu = 0.002 \). Figure 13.2 shows two versions of the connected network topology with \( N = 20 \) agents used in the simulations. In one version, the topology has 14 informed agents and 6 uninformed agents. In the second version, two of the previously uninformed agents are transformed back to the informed state so that the topology now ends up with 16 informed agents. The measurement noise variances, \( \{\sigma_{v,k}^2\} \), and the power of the regression data, assumed uniform and of the form \( R_{u,k} = \sigma_u^2 I_M \), are shown in the right and left plots of Figure 13.3, respectively.

Figure 13.4 plots the evolution of the ensemble-average learning curves, \( \frac{1}{N} \mathbb{E} ||\tilde{w}_i||^2 \), for the ATC diffusion strategy (13.1)–(13.2). The curves are obtained by averaging the trajectories \( \{\frac{1}{N} ||\tilde{w}_i||^2\} \) over 200 repeated experiments. The label on the vertical axis in the figure refers to the learning curve \( \frac{1}{N} \mathbb{E} ||\tilde{w}_i||^2 \) by writing MSD_{dist,av}(i), with an iteration index \( i \). Each experiment involves running the ATC diffusion strategy (13.1)–(13.2) with \( h = 2 \) on complex-valued data \( \{d_k(i), u_{k,i}\} \) generated according to the model...
Figure 13.2: A connected network topology consisting of $N = 20$ agents employing the averaging rule (13.33). Two simulations are performed in this example. In one simulation, the topology on the left is used with 14 informed agents and 6 uninformed agents. In a second simulation, the topology on the right is used where two of the previously uninformed agents are transformed back to the informed state.

$d_k(i) = u_k,i w^o + v_k(i)$, with $M = 10$. The unknown vector $w^o$ is generated randomly and its norm is normalized to one. The solid horizontal lines in the figure represent the theoretical MSD values obtained from (13.36) for the two scenarios shown in Figure 13.2, namely,

$$\text{MSD}(\mathcal{N}_I) \approx -50.19 \text{ dB}, \quad \text{MSD}(\mathcal{N}_I') \approx -49.40 \text{ dB} \quad (13.42)$$

where $\mathcal{N}_I'$ denotes the enlarged set of informed agents shown on the right-hand side of Figure 13.2. It is observed in this simulation that when the set of informed agents is enlarged by adding agents #13 and #19, the convergence rate is improved while the MSD value is degraded by about 0.79dB.

Example 13.2 (Performance degradation under fixed convergence rate). We continue with Example 13.1 and the case of the averaging rule (13.33). The current example is based on the discussion from [250] and its purpose is to show that even if we adjust the convergence rate of the network to remain fixed and invariant to the proportion of informed agents, the MSD performance of the network can still deteriorate if the set of informed agents is enlarged. To
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Figure 13.3: Measurement noise profile (right) and regression data power (left) across all agents in the network. The covariance matrices are assumed to be of the form $R_{u,k} = \sigma^2_u I_M$, and the noise and regression data are Gaussian distributed in this simulation.

For this choice of $\mu$, the convergence rate given by (13.35) becomes

$$\alpha_{\text{dist}} \approx 1 - 2\mu_o \lambda_{\text{min}}(R_u) \left( \sum_{k=1}^{N} n_k \right)^{-1}$$

which is independent of $N_I$. Therefore, no matter how the set $N_I$ is adjusted, the convergence rate of the network remains fixed. At the same time, the MSD level (13.36) becomes

$$\text{MSD}_{\text{dist,av}} = \frac{\mu_o M}{2} \left( \sum_{k=1}^{N} n_k \right) \left( \sum_{k \in N_I} n_k \right)^{-1} \left( \sum_{k \in N_I} n_k^2 \sigma^2_{v,k} \right)^2$$

Some straightforward algebra will show that if we add a new informed agent $k' \notin N_I$, then the MSD performance of the network will get worse if the parameters $\{n_k', \sigma^2_{v,k'}\}$ satisfy the inequality:

$$n_{k'} > 2 \left( \sum_{k \in N_I} n_k \right) \left[ \frac{\left( \sum_{k \in N_I} n_k \sigma^2_{v,k} \right)^2 \sigma^2_{v,k'}}{\sum_{k \in N_I} n_k^2 \sigma^2_{v,k}} - 1 \right]^{-1}$$
Figure 13.4: Evolution of the learning curves for the ATC diffusion strategy (13.1)–(13.2) using $\mu = 0.002$ and the averaging rule (13.33).

We now verify that there exist situations under which the above requirement is satisfied so that the network MSD will end up increasing (an undesirable effect) even though the convergence rate has been set to a constant value.

Consider first the case in which all agents have the same degree, say, $n_k \equiv n$ for all $k$. Then, condition (13.46) becomes

$$\sigma^2_{v,k'} > \left(2 + \frac{1}{N_I}\right) \frac{1}{N_I} \sum_{k \in N_I} \sigma^2_{v,k}$$

(13.47)

That is, if the new added noise variance is sufficiently larger than the average noise variance at the informed agents, then deterioration in performance will occur.

Our second example assumes the noise variances are uniform across all agents, say, $\sigma^2_{v,k} \equiv \sigma^2_v$ for all $k$. Then, condition (13.46) becomes

$$n'_k > 2 \left(\sum_{k \in N_I} n_k\right) \left[\frac{\left(\sum_{k \in N_I} n_k\right)^2}{\left(\sum_{k \in N_I} n_k^2\right)} - 1\right]^{-1}$$

(13.48)
13.4 Controlling Degradation in Performance

so that if the degree of the new added agent is sufficiently large, then deterioration in performance will occur. The results in these two cases suggest that it is beneficial to keep few highly noisy or highly connected agents uninformed and for them to participate only in the aggregation task (13.2) and to act as relays.

13.4 Controlling Degradation in Performance

The previous arguments indicate that the MSD performance need not improve with the addition of informed agents. The deterioration in network performance can be controlled through proper selection of the combination weights, for example, when the matrix $A$ is selected according to the Hastings rule (12.20). Recall that, under the condition of uniform step-sizes and uniform Hessian matrices, and assuming all agents are informed, i.e.,

$$
\mu_k \equiv \mu > 0, \quad H_k \equiv H, \quad k = 1, 2, \ldots, N \quad (13.49)
$$

we derived earlier in (12.21) the following expression for the entries of the optimized Perron eigenvector:

$$
\rho_k^0 = \frac{1}{\theta_k^2} \left( \sum_{\ell=1}^{N} \frac{1}{\theta_{\ell}^2} \right)^{-1}, \quad k = 1, 2, \ldots, N \quad (13.50)
$$

Now, assume the gradient noise factors, $\{\theta_k^2\}$, that result from assuming all agents are informed are known. Assume further that the partially informed network under study in this chapter (with both informed and uninformed agents) employs the Hastings rule (12.20) that would result from using the above Perron vector entries. Substituting these entries into (13.23) and (13.24) we find that the convergence rate and the MSD level of the partially informed network are now given by

$$
\alpha_{\text{dist}} \approx 1 - 2\mu \lambda_{\text{min}}(H) \left( \sum_{k \in \mathcal{N}_I} \frac{1}{\theta_k^2} \right) \left( \sum_{k=1}^{N} \frac{1}{\theta_k^2} \right)^{-1} \quad (13.51)
$$

$$
\text{MSD}_{\text{dist,av}} = \frac{\mu}{2h} \left( \sum_{k=1}^{N} \frac{1}{\theta_k^2} \right)^{-1} \quad (13.52)
$$
We observe that when the agents employ the Hastings rule, the network MSD level becomes independent of $N_I$ (and, hence, does not change with the addition of informed agents), while the convergence rate decreases (becomes faster) as the set of informed agents is enlarged (since the expression for $\alpha_{\text{dist}}$ depends on $N_I$).

13.5 Excess-Risk Performance

We can repeat the analysis of the previous sections and examine how the excess-risk (ER) performance of distributed solutions varies as a function of the fraction of informed agents in the network. The treatment is similar and so we shall be brief. In a manner similar to the study of the MSD metric, the ER performance of distributed solutions with $N_I$ informed agents can be deduced from (11.186) and is given by:

$$
ER_{\text{dist},k} = ER_{\text{dist},av} = \frac{\mu h}{4} \left( \sum_{k \in N_I} p_k \right)^{-1} \left( \sum_{k \in N_I} p_k^2 R_{s,k} \right) \quad (13.53)
$$

where the sum of the $\{p_k\}$ does not evaluate to one anymore because this sum runs over $k \in N_I$ only and not over the entire set of agents. It is again seen from (13.53) that the ER level of the network may increase, remain unchanged, or decrease with the addition of informed agents.

**Example 13.3** (Role of informed agents in online learning). We revisit Example 11.9, which deals with a collection of $N$ learners. Using $h = 1$ for real data, the ER performance level for the distributed solution, using $N_I$ informed agents with step-size $\mu_k \equiv \mu$, can be deduced from (13.53) as

$$
ER_{\text{dist,av}} = \frac{\mu}{4} \left( \sum_{k \in N_I} p_k \right)^{-1} \left( \sum_{k \in N_I} p_k^2 \right) \text{Tr} (R_s) \quad (13.54)
$$

In particular, it is seen that if we add a new informed agent of index $k' \notin N_I$, then the ER performance levels will get worse if

$$
p_{k'} > \left( \sum_{k \in N_I} p_k \right)^{-1} \left( \sum_{k \in N_I} p_k^2 \right) \quad (13.55)
$$
This condition is in terms of the entries \( \{p_k\} \), which are determined by the combination policy, \( A \). We again consider two choices for the combination matrices.

Assume first that \( A \) is doubly-stochastic (such as the Metropolis rule (12.43)) so that \( p_k = 1/N \). Then, condition (13.55) cannot be satisfied and we conclude that, for this case, the addition of informed agents cannot degrade network performance. Indeed, in this scenario, it can be readily seen that the ER expression (13.54) reduces to

\[
    \text{ER}_{\text{dist,av}} = \frac{\mu}{4} \left( \frac{1}{N} \right) \text{Tr}(R_s) \tag{13.56}
\]

Both of these expressions are independent of \( N_I \); it is worth noting that in the current problem, the Hastings rule (12.20) reduces to the doubly-stochastic Metropolis rule (12.43), which explains why the ER result (13.56) is independent of \( N_I \).

Let us consider next the case in which the combination weights \( \{a_{lk}\} \) are selected according to the averaging rule (13.33). Using (13.34), condition (13.55) would then indicate that the network ER level will degrade if the degree of the newly added informed agent satisfies:

\[
    n_{k'} > \left( \sum_{k \in N_I} n_k \right)^{-1} \left( \sum_{k \in N_I} n_k^2 \right) \tag{13.57}
\]
We end our exposition by commenting on the selection of the combination policy, $A$. Although unnecessary, we assume in this chapter that all agents are informed so that their step-sizes are strictly positive. It is clear from the performance expression (11.118) that the combination weights $\{a_{\ell k}\}$ that are used by the consensus (7.9) and diffusion strategies (7.18) and (7.19) influence the performance of the distributed solution in a direct manner. Their influence is reflected by the entries $\{p_k\}$, defined earlier through (11.136), namely,

$$\text{MSD}_{\text{dist},k} = \text{MSD}_{\text{dist},\text{av}} = \frac{1}{2h} \text{Tr} \left[ \left( \sum_{k=1}^{N} \mu_k p_k H_k \right)^{-1} \left( \sum_{k=1}^{N} \mu_k^2 p_k^2 G_k \right) \right] \quad (14.1)$$

There are several ways by which the coefficients $\{a_{\ell k}\}$ can be selected. On one hand, many existing combination policies rely on static selections for these coefficients, i.e., selections that are fixed during the adaptation and learning process and do not change with time. On the other hand, the discussion will reveal that it is important to consider selections where these coefficients are also adapted over time, and are allowed to evolve dynamically alongside the learning mechanism. This
latter area of investigation is evolving steadily and there are already some useful adaptive combination policies proposed in the literature. We comment on some of them in a future section.

14.1 Static Combination Policies

To begin with, Table 14.1 is extracted from [208] and lists some common static choices for selecting the combination weights \( \{a_{\ell k}\} \) for a network with \( N \) agents. In the table, the symbol \( n_k = |\mathcal{N}_k| \) denotes the degree of agent \( k \), which is equal to the size of its neighborhood, and the symbol \( n_{\text{max}} \) denotes the maximum degree across the network:

\[
 n_{\text{max}} \Delta \frac{\Delta}{1 \leq k \leq N} n_k \quad (14.2)
\]

The Laplacian rule, which appears in the second line of the table, relies on the use of the Laplacian matrix of the network and a positive scalar, \( \beta \). The Laplacian matrix is a symmetric matrix whose entries are constructed as follows [41, 82, 143, 208]:

\[
 [L]_{\ell k} = \begin{cases} 
 n_\ell - 1, & \text{if } k = \ell \\
 -1, & \text{if } k \neq \ell \text{ and } \ell \in \mathcal{N}_k \\
 0, & \text{otherwise}
\end{cases} \quad (14.3)
\]

The Laplacian matrix has several useful properties and conveys important information about the network topology [208, App. B]. For example, (a) \( \mathcal{L} \) is always nonnegative-definite; (b) the entries on each of its rows add up to zero; and (c) its smallest eigenvalue is zero. Moreover, (d) the multiplicity of zero as an eigenvalue for \( \mathcal{L} \) is equal to the number of connected subgraphs of the network topology. Accordingly, a graph is connected if, and only if, the second smallest eigenvalue of \( \mathcal{L} \) (also called the algebraic connectivity of the graph) is nonzero.

It is observed from the constructions in Table 14.1 that the values of the combination weights \( \{a_{\ell k}\} \) are solely determined by the degrees (and, hence, the extent of connectivity) of the agents. As explained in [208], while such selections may be appropriate in some applications, they can nevertheless lead to degraded performance in the context of adaptation and learning over networks [232]. This is because
these weighting schemes ignore the gradient noise profile across the network.

Table 14.1: Static selections for the combination matrix $A = [a_{\ell k}]$. The second column indicates whether the resulting matrix is left-stochastic or doubly stochastic.

<table>
<thead>
<tr>
<th>Entries of combination matrix $A$</th>
<th>Type of $A$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Averaging rule</strong> [39]:</td>
<td></td>
</tr>
<tr>
<td>$a_{\ell k} = \begin{cases} 1/n_k, &amp; \text{if } \ell \in N_k \ 0, &amp; \text{otherwise} \end{cases}$</td>
<td>left-stochastic</td>
</tr>
<tr>
<td><strong>2. Laplacian rule</strong> [215, 265]:</td>
<td></td>
</tr>
<tr>
<td>$a_{\ell k} = 1 - \beta [L]_{\ell k}, \beta &gt; 0$</td>
<td>symmetric and doubly-stochastic</td>
</tr>
<tr>
<td><strong>3. Laplacian rule</strong> using $\beta = 1/n_{\text{max}}$:</td>
<td></td>
</tr>
<tr>
<td>$a_{\ell k} = \begin{cases} 1/n_{\text{max}}, &amp; \text{if } k \neq \ell \text{ are neighbors} \ 1 - (n_k - 1)/n_{\text{max}}, &amp; k = \ell \ 0, &amp; \text{otherwise} \end{cases}$</td>
<td>symmetric and doubly-stochastic</td>
</tr>
<tr>
<td><strong>4. Laplacian rule</strong> using $\beta = 1/N$ (or maximum-degree rule [266]):</td>
<td></td>
</tr>
<tr>
<td>$a_{\ell k} = \begin{cases} 1/N, &amp; \text{if } k \neq \ell \text{ are neighbors} \ 1 - (n_k - 1)/N, &amp; k = \ell \ 0, &amp; \text{otherwise} \end{cases}$</td>
<td>symmetric and doubly-stochastic</td>
</tr>
<tr>
<td><strong>5. Metropolis rule</strong> [106, 167, 265]:</td>
<td></td>
</tr>
<tr>
<td>$a_{\ell k} = \begin{cases} \max(n_k, n_{m}), &amp; \text{if } k \neq \ell \text{ are neighbors} \ 1 - \sum_{m \in N_k \setminus {k}} a_{mk}, &amp; k = \ell \ 0, &amp; \text{otherwise} \end{cases}$</td>
<td>symmetric and doubly-stochastic</td>
</tr>
<tr>
<td><strong>6. Relative-degree rule</strong> [58]:</td>
<td></td>
</tr>
<tr>
<td>$a_{\ell k} = \begin{cases} n_{\ell} \left( \sum_{m \in N_k} n_m \right)^{-1}, &amp; \text{if } \ell \in N_k \ 0, &amp; \text{otherwise} \end{cases}$</td>
<td>left-stochastic</td>
</tr>
</tbody>
</table>
14.2 Need for Adaptive Policies

One way to capture the gradient noise profile across the network is by means of the factors \( \{ \theta_k^2 \} \) defined earlier in (12.19) and (12.78):

\[
\theta_k^2 \triangleq \begin{cases} 
\text{Tr}(H^{-1}G_k) & \text{(for MSD performance)} \\
\text{Tr}(R_{s,k}) & \text{(for ER performance)}
\end{cases}
\]

(14.4)

where \( G_k \) is also dependent on the gradient noise variance, \( R_{s,k} \), in view of definition (11.12). Now, since some agents can be noisier (with larger \( \theta_k^2 \)) than others, it becomes important to take into account the amount of noise that is present at the agents and to assign more or less weights to interactions with neighbors in accordance to their noise level. For example, if some agent \( k \) can determine which of its neighbors are the noisiest, then it can assign smaller combination weights to its interaction with these neighbors. One difficulty in employing this strategy is that the noise factors \( \{ \theta_k^2 \} \) are unknown beforehand since their values depend on the unknown noise moments \( \{ G_\ell, R_{s,\ell} \} \). It therefore becomes necessary to devise noise-aware schemes that enable agents to estimate the noise factors \( \{ \theta_k^2 \} \) of their neighbors in order to assist them in the process of selecting proper combination coefficients. It is also desirable for these schemes to be adaptive so that they can track variations in the noise moments over time. The techniques described in this chapter are motivated by the procedures developed in [208, 244, 280]; variations appear in [95, 270]. We first consider an example to illustrate the idea.

**Example 14.1 (Noise variance estimation over MSE networks).** We continue with the MSE network from Example 12.1 where we assumed uniform stepsizes and uniform regression covariance matrices, i.e., \( \mu_k \equiv \mu \) and \( R_{u,k} \equiv R_u > 0 \) for \( k = 1, 2, \ldots, N \). Recall that for these networks, the data \( \{ d_k(i), u_{k,i} \} \) are assumed to be related via the linear regression model:

\[
d_k(i) = u_{k,i}w^o + v_k(i), \quad k = 1, 2, \ldots, N
\]

(14.5)

where the variance of the noise is denoted by \( \sigma_{v,k}^2 = \mathbb{E}[v_k(i)]^2 \). We derived in Example 12.2 the (optimal) combination coefficients in the form of the
Hastings rule (12.39), namely,

\[
a_{\ell k}^o = \begin{cases} 
\frac{\sigma_{v,k}^2}{\max \{ n_k \sigma_{v,k}^2, n_{\ell} \sigma_{v,\ell}^2 \}}, & \ell \in \mathcal{N}_k \setminus \{k\} \\
1 - \sum_{m \in \mathcal{N}_k \setminus \{k\}} a_{mk}^o, & \ell = k
\end{cases}
\]  

(14.6)

and noted that the gradient noise factors in this case are given by \( \theta_k^2 = 2M \sigma_{v,k}^2 \); they are therefore proportional to the measurement noise power, \( \sigma_{v,k}^2 \). It is clear that rule (14.6) takes into account the size of the noise powers, \( \{\sigma_{v,\ell}^2\} \), at the agents. Moreover, in this particular construction, only the noise levels of the two interacting agents are directly involved in the computation of their combination weights; no other agents from the neighborhood of agent \( k \) are involved in the calculation.

A second combination construction is motivated in [280] for MSE networks by solving an alternative optimization problem than the one that led to the Hastings rule (12.39) or (14.6). We shall describe this alternative construction further ahead in (14.27). For now, we simply state that the resulting combination rule for the case under study in this example, and which we shall refer to as the relative-variance rule [206], takes the following form:

\[
a_{\ell k}^o = \begin{cases} 
\frac{1}{\sigma_{v,\ell}} \left( \sum_{m \in \mathcal{N}_k} \frac{1}{\sigma_{v,m}^2} \right)^{-1}, & \ell \in \mathcal{N}_k \\
0, & \text{otherwise}
\end{cases}
\]  

(14.7)

Comparing with (14.6), we note that in this second rule, the interaction between agents \( k \) and \( \ell \) is more broadly dependent on the noise profile across the entire neighborhood of agent \( k \). In particular, neighbors with smaller noise power relative to the neighborhood are assigned larger weights.

For every agent \( k \), both rules (14.6) and (14.7) still require knowledge of the noise variances \( \{\sigma_{v,\ell}^2\} \). This information is generally unavailable but can be estimated by agent \( k \) as follows — see the derivation that leads to (14.53) in the next section. Assume, for illustration purposes, that the agents are running the ATC LMS diffusion strategy (7.23):

\[
\begin{align*}
\psi_{k,i} & = w_{k,i-1} + \mu u_{k,i}^* [d_k(i) - u_{k,i} w_{k,i-1}] \\
w_{k,i} & = \sum_{\ell \in \mathcal{N}_k} a_{\ell k} \psi_{\ell,i}
\end{align*}
\]  

(14.8)

Then, agent \( k \) can estimate the noise variance, \( \sigma_{v,\ell}^2 \), by running the recursion:

\[
\gamma_{\ell k}^2(i) = (1 - \zeta) \gamma_{\ell k}^2(i-1) + \zeta \| \psi_{\ell,i} - w_{k,i-1} \|^2, \quad \ell \in \mathcal{N}_k
\]  

(14.9)
where $0 < \zeta \ll 1$ is a small positive coefficient, e.g., $\zeta = 0.1$. This recursion relies on smoothing the energy of the difference between the intermediate iterate, $\psi_{\ell,i}$, received from neighbor $\ell$ and the existing iterate $w_{k,i-1}$ at agent $k$. The resulting energy measure provides an indication of the amount of noise that is present at agent $\ell$ since it can be verified that asymptotically [208] — see also (14.55):

$$E \gamma^2_{\ell k}(i) \approx \mu^2 \sigma^2_{\ell,\ell} \text{Tr}(R_u), \quad i \gg 1$$

(14.10)

with the limit being proportional to $\sigma^2_{\ell,\ell}$. Therefore, the running variables $\{\gamma^2_{\ell k}(i)\}$ can be used by agent $k$ as scaled estimates for the noise variances. These variables can then be used in place of the noise variances in rules (14.6) and (14.7) to adapt the combination weights over time. Under this construction, each agent $k$ ends up running $n_k$ recursions of the form (14.9), one for each of its neighbors, in order to update the necessary variables $\{\gamma^2_{\ell k}(i), \ell \in \mathcal{N}_k\}$.

14.3 Hastings Policy

Before discussing adaptive constructions for the combination weights, we present two combination policies that are noise-aware. We already encountered one such policy when we derived the Hastings rule earlier in Sec. 12.2 — see expression (12.20). Here we review it briefly before discussing the second policy, known as the relative variance rule. Recall that the Hastings rule was derived under the condition of uniform step-sizes and uniform Hessian matrices, namely,

$$\mu_k \equiv \mu, \quad H_k \equiv H, \quad k = 1, 2, \ldots, N$$

(14.11)

The rule followed from the solution to the optimization problem (12.18) and led to

$$a^o_{\ell k} = \begin{cases} \frac{\theta^2_k}{\max\{n_k\theta^2_k, n_\ell \theta^2_\ell\}}, & \ell \in \mathcal{N}_k \setminus \{k\} \\ 1 - \sum_{m \in \mathcal{N}_k \setminus \{k\}} a^o_{mk}, & \ell = k \end{cases}$$

(14.12)

Observe how the entries of this policy are dependent on the gradient-noise factors:

$$\theta^2_k \equiv \text{Tr}(H^{-1}G_k), \quad k = 1, 2, \ldots, N$$

(14.13)
Observe also that these factors are not only dependent on $G_k$ but that they also depend on the Hessian matrix information, $H$. In comparison, the relative-variance policy described in the next section will be independent of $H$. Recall from the derivation in Sec. 12.2 that the above Hastings rule is a solution to the optimization problem (12.18); it therefore minimizes the network MSD. While deriving the Hastings rule in Sec. 12.2, we formulated the problem in the context of cost functions, $\{J_k(w)\}$, that share a common minimizer. In this case, the minimizer, $w^0$, of the aggregate cost, $J^{\text{glob}}(w)$, defined by (8.44) will be invariant under the combination policy, $A$. For this reason, we can interpret Hastings rule (14.12) as providing a combination policy that results in the smallest possible MSD relative to the same fixed limit point $w^0$.

### 14.4 Relative-Variance Policy

We now describe a second noise-aware policy to select the combination weights; this second rule will be independent of the Hessian matrix information, $H$.

Recall that the Hastings rule was derived by working with the MSD expression (12.5), which results from keeping the first-order term in the MSD expression (11.178). The second policy that we shall derive here, and which we refer to as the relative-variance policy, is instead based on working with the alternative MSD expression (11.178). The derivation of this second policy does not require the uniformity conditions (14.11). Since the MSD performance levels of the distributed (consensus and diffusion) strategies (7.9), (7.18), and (7.19) agree to first-order in the step-size parameters, we shall motivate the combination rule by considering the ATC diffusion implementation.

To begin with, we know from (11.178) that the MSD performance of the ATC diffusion network (7.19) can be evaluated by means of the following series expression for sufficiently small step-sizes:

$$\text{MSD}_{\text{dist,av}}^{\text{atc}} = \frac{1}{hN} \sum_{n=0}^{\infty} \text{Tr} \left[ B_{\text{atc}}^n Y_{\text{atc}} (B_{\text{atc}}^*)^n \right]$$

(14.14)

where $h = 1$ for real data and $h = 2$ for complex data, and where the
matrix quantities \( \{ \mathcal{B}_\text{atc}, \mathcal{Y}_\text{atc} \} \) are defined as follows:

\[
\mathcal{B}_\text{atc} = \mathcal{A}^\top (I_{hMN} - \mathcal{M}\mathcal{H}) \quad (14.15)
\]

\[
\mathcal{Y}_\text{atc} = \mathcal{A}^\top \mathcal{M}\mathcal{S}\mathcal{M}\mathcal{A} \quad (14.16)
\]

which in turn are defined in terms of the quantities:

\[
\mathcal{M} = \text{diag} \{ \mu_1 I_{hM}, \mu_2 I_{hM}, \ldots, \mu_N I_{hM} \} \quad (14.17)
\]

\[
\mathcal{S} = \text{diag} \{ G_1, G_2, \ldots, G_N \} \quad (14.18)
\]

\[
\mathcal{R} = \text{diag} \{ H_1, H_2, \ldots, H_N \} \quad (14.19)
\]

\[
\mathcal{A} = A \otimes I_{hM} \quad (14.20)
\]

and \( \otimes \) is the Kronecker product operation.

Starting from (14.14), we pose the problem of seeking a left-stochastic combination matrix \( A \) that solves:

\[
A^o \overset{\triangleq}{=} \arg \min_{A \in \mathcal{A}} \sum_{n=0}^\infty \text{Tr} [ \mathcal{B}_\text{atc}^n \mathcal{Y}_\text{atc} (\mathcal{B}_\text{atc}^*)^n ]
\]

subject to \( A^\top \mathbf{1} = \mathbf{1}, \; a_{\ell k} \geq 0, \; a_{\ell k} = 0 \) if \( \ell \notin \mathcal{N}_k \) \quad (14.21)

However, solving problem (14.21) is generally non-trivial and we replace it by a more tractable problem. Specifically, we replace the cost in (14.21) by an upper bound and minimize this upper bound instead. Indeed, it is shown in [208, Sec. 8.2] that the following inequality holds for a stable matrix \( \mathcal{B}_\text{atc} \):

\[
\sum_{n=0}^\infty \text{Tr} [ \mathcal{B}_\text{atc}^n \mathcal{Y}_\text{atc} (\mathcal{B}_\text{atc}^*)^n ] \leq c \text{Tr}(\mathcal{Y}_\text{atc}) \quad (14.22)
\]

for some finite positive constant \( c \) that is independent of \( A \). In other words, the series is upper bounded by a multiple of the trace of \( \mathcal{Y}_\text{atc} \), which happens to be the first term of the series itself. Therefore, instead of minimizing the series in (14.21), we replace the problem by that of minimizing its first term, namely,

\[
\min_{A \in \mathcal{A}} \quad \text{Tr}(\mathcal{Y}_\text{atc})
\]

subject to \( A^\top \mathbf{1} = \mathbf{1}, \; a_{\ell k} \geq 0, \; a_{\ell k} = 0 \) if \( \ell \notin \mathcal{N}_k \) \quad (14.23)
Using definition (14.16), the trace of $\mathcal{Y}_{atc}$ can be expressed in terms of the combination coefficients $\{a_{\ell k}\}$ as follows:

$$\text{Tr}(\mathcal{Y}_{atc}) = \sum_{k=1}^{N} \sum_{\ell=1}^{N} \mu^2_\ell a^2_{\ell k} \text{Tr}(G_{\ell}) \quad (14.24)$$

and it is seen that problem (14.23) can be decoupled into $N$ separate optimization problems, one for each row of $A$:

$$\min_{\{a_{\ell k}\}_{\ell=1}^{N}} \sum_{\ell=1}^{N} \mu^2_\ell a^2_{\ell k} \text{Tr}(G_{\ell}), \quad k = 1, \ldots, N$$

subject to $\sum_{\ell=1}^{N} a_{\ell k} = 1$, $a_{\ell k} \geq 0$, $a_{\ell k} = 0$ if $\ell \notin N_k$ \quad (14.25)

With each agent $\ell$, we associate the following nonnegative scalar, which is proportional to the trace of the gradient noise moment matrix $G_{\ell}$:

$$\gamma^2_\ell = \mu^2_\ell \text{Tr}(G_{\ell}), \quad \ell = 1, 2, \ldots, N$$

The factor $\gamma^2_\ell$ so defined plays a role similar to the factor $\theta^2_\ell$ defined earlier in (14.13) for the Hastings rule; note that both factors contain information about the noise moment matrix, $G_{\ell}$.

**Lemma 14.1** (Relative-variance rule). The following combination matrix, denoted by $A^o$ with a superscript $o$, is a solution to the optimization problem (14.25):

$$a^o_{\ell k} = \begin{cases} \frac{1}{\gamma^2_\ell} \left( \sum_{m \in N_k} \frac{1}{\gamma^2_m} \right)^{-1}, & \text{if } \ell \in N_k \\ 0, & \text{otherwise} \end{cases} \quad (14.27)$$

In the above construction, agent $k$ combines the iterates from its neighbors in proportion to $1/\gamma^2_\ell$. The result is physically meaningful. Agents with smaller noise power, relative to the neighborhood noise power, are assigned larger weights.
14.5. Adaptive Combination Policy

**Example 14.2** (Relative-variance rule for MSE networks). We return to the setting of Example 14.1, which deals with MSE networks. The agents employ uniform step-sizes and the data have uniform regression covariance matrices, i.e., \( \mu_k \equiv \mu \) and \( R_{u,k} \equiv R_u \) for \( k = 1, 2, \ldots, N \). In this case,

\[
G_k = \sigma^2_{\varepsilon,k} \begin{bmatrix} R_u & \times \\ \times & R_u^T \end{bmatrix}
\]

so that expression (14.27) reduces to expression (14.7), namely,

\[
a_o^{\ell k} = \frac{1}{\sigma^2_{\varepsilon,v,\ell}} \left( \sum_{m \in \mathcal{N}_k} \frac{1}{\sigma^2_{\varepsilon,v,m}} \right)^{-1}, \quad \ell \in \mathcal{N}_k
\]  

(14.29)

If the step-sizes are not uniform across the agents, then expression (14.27) would instead reduce to

\[
a_o^{\ell k} = \frac{1}{\mu^2_{\ell} \sigma^2_{\varepsilon,v,\ell}} \left( \sum_{m \in \mathcal{N}_k} \frac{1}{\mu^2_{m} \sigma^2_{\varepsilon,v,m}} \right)^{-1}, \quad \ell \in \mathcal{N}_k
\]  

(14.30)

If both the step-sizes and the covariance matrices are not uniform across the agents, then expression (14.27) would lead to:

\[
a_o^{\ell k} = \frac{1}{\mu^2_{\ell} \sigma^2_{\varepsilon,v,\ell} \text{Tr}(R_u,\ell)} \left( \sum_{m \in \mathcal{N}_k} \frac{1}{\mu^2_{m} \sigma^2_{\varepsilon,v,m} \text{Tr}(R_u,m)} \right)^{-1}, \quad \ell \in \mathcal{N}_k
\]  

(14.31)

\[\blacksquare\]

14.5 Adaptive Combination Policy

To evaluate the relative-variance weights (14.27), the agents still need to know the gradient noise factors, \( \{ \gamma^2_{\ell} \} \), defined by (14.26). We motivate in this section a procedure for estimating these factors in an adaptive manner.

To begin with, we recall the definitions of the original and weighted aggregate cost functions:

\[
J_{\text{glob}}(w) \overset{\Delta}{=} \sum_{k=1}^{N} J_k(w)
\]  

(14.32)

\[
J_{\text{glob},*}(w) \overset{(8.53)}{=} \sum_{k=1}^{N} q_k J_k(w)
\]  

(14.33)
whose unique minima are denoted by \( w^o \) and \( w^* \), respectively. The individual costs, \( \{ J_k(w) \} \), are assumed to share a common minimizer and, hence, \( w^o = w^* \), i.e.,

\[
\nabla_w J_k(w^*) = 0, \quad k = 1, 2, \ldots, N \tag{14.34}
\]

The common minimizer assumption ensures that the location of the global solution, \( w^o \) or \( w^* \), is fixed and invariant under \( A \). This is a useful condition especially when \( A \) is implemented in an adaptive manner and varies with time.

We illustrate the construction of the adaptive combination policy by considering the ATC diffusion strategy (7.19), which is repeated here for ease of reference:

\[
\begin{align*}
\psi_{k,i} &= w_{k,i} - 1 - \mu_k \nabla w^* J_k(w_{k,i} - 1) \\
w_{k,i} &= \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i} 
\end{align*}
\tag{14.35}
\]

A similar construction applies to the CTA diffusion strategy (7.18) and the consensus strategy (7.9). The following result forms the basis for the procedure developed in this section for estimating the factors \( \{ \gamma^2_\ell \} \).

**Lemma 14.2** (Useful expression for \( \gamma^2_\ell \)). Consider a network of \( N \) interacting agents running the distributed strategy (14.35) with a primitive left-stochastic matrix \( A \). Under the same conditions in the statement of Theorem 9.2, it holds that

\[
E \| \psi^e_{\ell,i} - w^e_{\ell,i-1} \|^2 \leq \gamma^2_\ell + o(\mu^2_{\max}), \quad \text{for } i \gg 1 \tag{14.36}
\]

**Proof.** Using the mean-value theorem (D.20) from the appendix and (14.34) we note that we can write at an arbitrary agent \( \ell \):

\[
\begin{bmatrix}
\nabla_w J_\ell(w_{\ell,i-1}) \\
\nabla w^T J_\ell(w_{\ell,i-1})
\end{bmatrix} = - \left( \int_0^1 \nabla^2_w J_\ell(w^* - r \bar{w}_{\ell,i-1}) dr \right) \bar{w}^e_{\ell,i-1}
\]

\[
\equiv - H_{\ell,i-1} \bar{w}^e_{\ell,i-1} \tag{14.37}
\]

where \( \bar{w}_{\ell,i-1} = w^* - w_{\ell,i-1} \) and

\[
\bar{w}^e_{\ell,i-1} \Delta \left[ \begin{align*}
\bar{w}^*_{\ell,i-1} \\
\bar{w}^T_{\ell,i-1}
\end{align*} \right] 
\tag{14.38}
\]
Therefore, in terms of the extended vectors and replacing the approximate gradient in terms of the sum of the true gradient and the gradient noise process, we can write for any arbitrary agent $\ell$:

$$
\|\psi^\varepsilon_{\ell,i} - w^\varepsilon_{\ell,i-1}\|^2
$$

$$(14.35)$$

$$
= \mu^2 \left\| \left( \frac{\nabla w J_\ell(w_{\ell,i-1})}{\nabla w} \right)^T + \left( \frac{\nabla w J_\ell(w_{\ell,i-1})}{\nabla w} \right) \right\|^2
$$

$$(14.37)$$

$$
= \mu^2 \| s^\varepsilon_{\ell,i}(w_{\ell,i-1}) - H_{\ell,i-1} w^\varepsilon_{\ell,i-1}\|^2
$$

$$(14.34)$$

$$
= \mu^2 \| s^\varepsilon_{\ell,i}(w_{\ell,i-1})\|^2 + \mu^2 \| H_{\ell,i-1} w^\varepsilon_{\ell,i-1}\|^2 - 2\mu^2 \text{Re} [w^\varepsilon_{\ell,i-1} H_{\ell,i-1} s^\varepsilon_{\ell,i}(w_{\ell,i-1})]
$$

$$
(14.39)
$$

Now, we can deduce from an argument similar to (11.30) and from (11.8) that, for $i \gg 1$, and for sufficiently small step-sizes:

$$
E \| s^\varepsilon_{\ell,i}(w_{\ell,i-1})\|^2 = \text{Tr}(G_{\alpha,\ell}) + O(\mu^2/2)
$$

$$
(14.40)
$$

where $\gamma' = \min\{\gamma, 2\}$ and $\gamma \in (0, 4]$. Likewise, we can deduce from an argument similar to (9.280) that, for small step-sizes and for $i > 1$:

$$
E \| H_{\ell,i-1} w^\varepsilon_{\ell,i-1}\|^2 \leq a E \| w^\varepsilon_{\ell,i-1}\|^4 \overset{(9.107)}{=} O(\mu^2_{\max})
$$

$$
(14.41)
$$

for some constant $a$ that is independent of $\mu_{\max}$. Moreover, using the inequalities $|x^T y| \leq \|x\| \|y\|$ for any vectors $x$ and $y$, and $(E a)^2 \leq E a^2$ for any scalar real-valued random variable $a$, we have

$$
E \left[ \| \bar{w}^\varepsilon_{\ell,i-1} H_{\ell,i-1} s^\varepsilon_{\ell,i}(w_{\ell,i-1}) \| \mid \mathcal{F}_{i-1} \right]
$$

$$
\leq \| \bar{w}^\varepsilon_{\ell,i-1} H_{\ell,i-1} \| E \left[ \| s^\varepsilon_{\ell,i}(w_{\ell,i-1}) \| \mid \mathcal{F}_{i-1} \right]
$$

$$
\leq \sqrt{a \| \bar{w}^\varepsilon_{\ell,i-1} H_{\ell,i-1} \|^2 E \left[ \| s^\varepsilon_{\ell,i}(w_{\ell,i-1}) \|^2 \mid \mathcal{F}_{i-1} \right]}
$$

$$
\overset{(9.280)}{\leq} \sqrt{a \| \bar{w}^\varepsilon_{\ell,i-1} \|^4 E \left[ \| s^\varepsilon_{\ell,i}(w_{\ell,i-1}) \|^2 \mid \mathcal{F}_{i-1} \right]}
$$

$$
\overset{(8.118)}{\leq} \sqrt{a \| \bar{w}^\varepsilon_{\ell,i-1} \|^4 \left( \frac{\beta^2}{h^2} \right) \| \bar{w}^\varepsilon_{\ell,i-1} \|^2 + 2\sigma^2_{s,\ell}}
$$

$$
\leq \sqrt{a \| \bar{w}^\varepsilon_{\ell,i-1} \|^2 \left[ \left( \frac{\beta}{h} \right) \| \bar{w}^\varepsilon_{\ell,i-1} \| + \sqrt{2}\sigma_{s,\ell} \right]}
$$

$$
= \frac{\sqrt{a}\beta_{\ell}}{h} \| \bar{w}^\varepsilon_{\ell,i-1} \|^3 + \sqrt{2a\sigma^2_{s,\ell}} \| \bar{w}^\varepsilon_{\ell,i-1} \|^2
$$

$$
(14.42)
$$
where $h = 1$ for real data and $h = 2$ for complex data. Taking expectations of both sides of (14.42), and using (9.11) and (9.107), we conclude that for small step-sizes and for $i \gg 1$:

$$
\mathbb{E} \left| \tilde{\mathbf{w}}_{\ell,i-1}^e \mathbf{H}_{\ell,i-1} s_{\ell,i}^e (\mathbf{w}_{\ell,i-1}) \right| 
\leq \frac{\sqrt{a \beta^e_\ell}}{h} \mathbb{E} \left\| \tilde{\mathbf{w}}_{\ell,i-1}^e \right\|^3 + \sqrt{2a \sigma_{s,\ell}^2 \mathbb{E} \left\| \tilde{\mathbf{w}}_{\ell,i-1}^e \right\|^2}
\leq \frac{\sqrt{a \beta^e_\ell}}{h} \left( \mathbb{E} \left\| \tilde{\mathbf{w}}_{\ell,i-1}^e \right\|^4 \right)^{3/4} + \sqrt{2a \sigma_{s,\ell}^2 \mathbb{E} \left\| \tilde{\mathbf{w}}_{\ell,i-1}^e \right\|^2}
= \frac{\sqrt{a \beta^e_\ell}}{h} O(\mu_{\max}^3) + \sqrt{2a \sigma_{s,\ell}^2 O(\mu_{\max})}
= \frac{\sqrt{a \beta^e_\ell}}{h} O(\mu_{\max}^{3/2}) + \sqrt{2a \sigma_{s,\ell}^2 O(\mu_{\max})}
= O(\mu_{\max})
$$

Using the fact that $|\text{Re}(z)| \leq |z|$ for any complex number, we deduce from (14.43) that

$$
\mathbb{E} \left| \text{Re} \left[ \tilde{\mathbf{w}}_{\ell,i-1}^e \mathbf{H}_{\ell,i-1} s_{\ell,i}^e (\mathbf{w}_{\ell,i-1}) \right] \right| = O(\mu_{\max})
$$

Substituting these results into (14.39) we conclude that for $i \gg 1$ we can write:

$$
\mathbb{E} \| \psi_{\ell,i}^e - \mathbf{w}_{\ell,i-1}^e \|^2 = \mu^2_\ell \text{Tr}(G_{s,\ell}) + O \left( \frac{\mu_{\min}^{\min\{3,2+\frac{\gamma}{2}\}}}{\mu_{\max}} \right)
= \frac{\gamma^2_\ell}{\mu_{\max}} + O \left( \frac{\mu_{\min}^{\min\{3,2+\frac{\gamma}{2}\}}}{\mu_{\max}} \right)
= \gamma^2_\ell + o(\mu_{\max}^2)
$$

as desired.

Result (14.45) shows that, for sufficiently small step-sizes, if we can approximate the limiting value of the variance that appears on the left-hand side of (14.36), after sufficient iterations have elapsed, then we would be able to estimate the desired factor $\gamma^2_\ell$. We can estimate this variance iteratively by using at least one of two constructions.
Construction I: Agent-Centered Calculation

First, observe that
\[
\begin{align*}
\mathbb{E} \left\| \psi^{e}_{\ell,i} - w^{e}_{\ell,i-1} \right\|^2 &= 2 \mathbb{E} \left\| \psi_{\ell,i} - w_{\ell,i-1} \right\|^2 (14.46)
\end{align*}
\]
where the extended $2M \times 1$ vectors $\{\psi^{e}_{\ell,i}, w^{e}_{\ell,i-1}\}$ are replaced by the regular $M \times 1$ vectors $\{\psi_{\ell,i}, w_{\ell,i-1}\}$. Then, agent $\ell$ can estimate its variance parameter by running a smoothing filter of the following form:

\[
\hat{\gamma}^{2}_{\ell}(i) = (1 - \zeta_{\ell}) \hat{\gamma}^{2}_{\ell}(i - 1) + \zeta_{\ell} \mathbb{E} \left\| \psi_{\ell,i} - w_{\ell,i-1} \right\|^2 (14.47)
\]

where the quantities $\{\psi_{\ell,i}, w_{\ell,i-1}\}$ that are needed to run the recursion are available at agent $k$. In this recursion, the notation $\hat{\gamma}^{2}_{\ell}(i)$ denotes the estimator for $\gamma^{2}_{\ell}$ that is computed by agent $\ell$ at iteration $i$. Moreover, $0 < \zeta_{\ell} \ll 1$ is a positive scalar much smaller than one. Note that under expectation, expression (14.47) gives

\[
\mathbb{E} \hat{\gamma}^{2}_{\ell}(i) = (1 - \zeta_{\ell}) \mathbb{E} \hat{\gamma}^{2}_{\ell}(i - 1) + \zeta_{\ell} \mathbb{E} \left\| \psi_{\ell,i} - w_{\ell,i-1} \right\|^2 (14.48)
\]
so that after sufficient iterations and using (14.36):

\[
\mathbb{E} \hat{\gamma}^{2}_{\ell}(i) \approx \gamma^{2}_{\ell}/2, \quad \text{for } i \gg 1 (14.49)
\]

That is, the estimator $\hat{\gamma}^{2}_{\ell}(i)$ converges on average to the desired measure $\gamma^{2}_{\ell}$ (scaled by 1/2); the scaling is irrelevant because it will appear in both the numerator and denominator of the expression for $a^{o}_{\ell k}$ in the relative-variance rule (14.27) and will therefore cancel out. Each agent $\ell$ can then share the estimator $\hat{\gamma}^{2}_{\ell}(i)$ with its neighbors. That is, in this implementation, agent $\ell$ shares both $\psi_{\ell,i}$ and $\hat{\gamma}^{2}_{\ell}(i)$ with its neighbors. Using the iterates $\hat{\gamma}^{2}_{\ell}(i)$, we can then replace the relative-variance weights (14.27) by their adaptive counterparts and write:

\[
a^{o}_{\ell k}(i) = \frac{1}{\hat{\gamma}^{2}_{\ell}(i)} \left( \sum_{m \in N_{k}} \frac{1}{\hat{\gamma}^{2}_{m}(i)} \right)^{-1}, \quad \ell \in N_{k} (14.50)
\]

Equations (14.47) and (14.50) provide one adaptive construction for the relative-variance combination weights $\{a^{o}_{\ell k}\}$. These adaptive weights
would be used in (14.35) to evaluate $w_{k,i}$, and the process continues. The above procedure is valid for both real and complex data.

**Adaptive relative-variance rule (agent-centered)**

(Individual costs have a common minimizer)

For each time instant $i \geq 0$ repeat:

for each neighbor $\ell$ of agent $k = 1, 2, \ldots, N$ do:

\[
y_{\ell,i} = \Delta \psi_{\ell,i} - w_{\ell,i-1} \quad \text{(ATC diffusion)}
\]

\[
\hat{\gamma}_{\ell}^2(i) = (1 - \zeta_{\ell}) \hat{\gamma}_{\ell}^2(i-1) + \zeta_{\ell} \|y_{\ell,i}\|^2
\]

\[
a_{\ell k}^\ell(i) = \frac{1}{\hat{\gamma}_{\ell}^2(i)} \left( \sum_{m \in \mathcal{N}_k} \frac{1}{\hat{\gamma}_m^2(i)} \right)^{-1}, \quad \ell \in \mathcal{N}_k
\]

end

end

**Construction II: Neighbor-Centered Calculation**

There is an alternative implementation where we move the estimation of the parameter $\gamma^2_\ell$ into the neighbors of agent $\ell$; this mode of operation removes the need for transmitting $\hat{\gamma}_{\ell}^2(i)$ from agent $\ell$ to its neighbors. This advantage, however, comes at the expense of added computations as follows. Note that agent $k$ now only has access to the iterate $\psi_{\ell,i}$ that it receives from its neighbor $\ell$. Agent $k$ does not have access to $w_{\ell,i-1}$ in the ATC diffusion implementation. To overcome this difficulty, we can, for example, replace $w_{\ell,i-1}$ by $w_{k,i-1}$ since for $i \gg 1$, the iterates at the various agents approach $w^*$ within $O(\mu_{\max})$ with high probability and, hence,

\[
\mathbb{E} \left\| \psi_{\ell,i} - w_{\ell,i-1} \right\|^2 \approx \mathbb{E} \left\| \psi_{\ell,i} - w_{k,i-1} \right\|^2 \quad (14.52)
\]

With this substitution, agent $k$ can now estimate the variance $\gamma^2_\ell$ of its neighbor locally by running a smoothing filter of the following form:

\[
\gamma_{\ell k}^2(i) = (1 - \zeta_k) \gamma_{\ell k}^2(i-1) + \zeta_k \|\psi_{\ell,i} - w_{k,i-1}\|^2 \quad (14.53)
\]
where the quantities \(\{\psi_{\ell,i}, w_{k,i-1}\}\) that are needed to run the recursion are available at agent \(k\). In this recursion, we are employing the notation \(\gamma^2_{\ell k}(i)\), with two subscripts, to denote the estimator for \(\gamma^2_\ell\) that is computed by agent \(k\) at iteration \(i\). Thus, observe that now several estimators for the same quantity \(\gamma^2_\ell\) are being computed: one by each neighbor of agent \(\ell\). Again, under expectation, expression (14.53) gives

\[
E\gamma^2_{\ell k}(i) = (1 - \zeta_k)E\gamma^2_{\ell k}(i - 1) + \zeta_k E\|\psi_{\ell,i} - w_{k,i-1}\|^2
\] (14.54)

so that, again, after sufficient iterations and using (14.36):

\[
E\gamma^2_{\ell k}(i) \approx \gamma^2_\ell / 2, \quad \text{for } i \gg 1
\] (14.55)

That is, the estimator \(\gamma^2_{\ell k}(i)\) converges on average to the desired measure \(\gamma^2_\ell\) (scaled by \(1/2\)); the scaling is again irrelevant. Using the iterates \(\gamma^2_{\ell k}(i)\), we can replace the relative-variance weights (14.27) by their adaptive counterparts and write:

\[
a^o_{\ell k}(i) = \frac{1}{\gamma^2_{\ell k}(i)} \left( \sum_{m \in N_k} \frac{1}{\gamma^2_{mk}(i)} \right)^{-1}, \quad \ell \in N_k
\] (14.56)

Equations (14.53) and (14.56) provide another adaptive construction for the relative-variance combination weights \(\{a^o_{\ell k}\}\). These adaptive weights would then be used in (14.35) to evaluate \(w_{k,i}\), and the process continues.

---

**Adaptive relative-variance rule (neighbor-centered)**

(individual costs have a common minimizer)

**For** each time instant \(i \geq 0\) repeat:

**For** each neighbor \(\ell\) of agent \(k = 1, 2, \ldots, N\) do:

\[
y_{\ell k, i} \triangleq \psi_{\ell,i} - w_{k,i-1} \quad \text{(ATC diffusion)}
\]

\[
\gamma^2_{\ell k}(i) = (1 - \zeta_k)\gamma^2_{\ell k}(i - 1) + \zeta_k \|y_{\ell k, i}\|^2
\] (14.57)

\[
a^o_{\ell k}(i) = \frac{1}{\gamma^2_{\ell k}(i)} \left( \sum_{m \in N_k} \frac{1}{\gamma^2_{mk}(i)} \right)^{-1}, \quad \ell \in N_k
\]

end

end

---
**Example 14.3** (Detecting intruders and agent clustering). The following example is extracted from [214]. Allowing diffusion networks to adjust their combination coefficients in real-time enables the agents to assign smaller or larger weights to their neighbors depending on how well they contribute to the inference task. This capability can be exploited by the network to exclude harmful neighbors (such as intruders) [273]. For example, over MSE networks, the ATC diffusion strategy (7.23) with the adaptive combination weights (14.57) will take the following form.

\[
\text{ATC diffusion with adaptive combination weights}
\]

\[
\text{set } \gamma_{\ell k}^{2}(-1) = 0 \text{ for all } k = 1, 2, \ldots, N \text{ and } \ell \in N_k.
\]

\[
\text{for } i \geq 0 \text{ and for every agent } k \text{ do :}
\]

\[
\psi_{k, i} = w_{k, i-1} + \frac{2 \mu}{k} u_{k, i} [d_{k}(i) - u_{k, i} w_{k, i-1}]
\]

\[
\gamma_{\ell k}^{2}(i) = (1 - \zeta) \gamma_{\ell k}^{2}(i-1) + \zeta \| \psi_{\ell, i} - w_{k, i-1} \|^2, \quad \ell \in N_k
\]  

(14.58)

\[
a_{\ell k}(i) = \sum_{m \in N_k} \gamma_{m k}^{2}(i) \gamma_{m k}^{2}(i) \quad \ell \in N_k
\]

\[
w_{k, i} = \sum_{\ell \in N_k} a_{\ell k}(i) \psi_{\ell, i}
\]

Figure 14.1 illustrates the ability of networks running algorithm (14.58) to detect intrusion, and also to perform agent clustering. The figure shows a network with \(N = 20\) agents. One of the agents, say, agent \(\ell_o\), is an intruder and it feeds its neighbors irrelevant data such as sending them wrong iterates \(\psi_{\ell_o, i}\). In some other applications, agent \(\ell_o\) may not be an intruder but is simply subject to measurements \(\{d_{\ell_o}, u_{\ell_o, i}\}\) that arise from a different model, \(w^\bullet\), than the model \(w^\circ\). The figure on the left shows the state of the combination weights after 300 diffusion iterations: the thickness of the edges reflect the size of the combination weights assigned to them; thicker edges correspond to larger weights. Observe how the edges connecting to the intruder are essentially cut-off by the algorithm. The figure on the right illustrates the ability of diffusion strategies to perform agent clustering (i.e., to separate into groups agents that are influenced by two different models, \(w^\bullet\) and \(w^\circ\)). Agents do not know beforehand which of their neighbors are influenced by which model. They also do not know which model is influencing their own data. By allowing agents to adapt their combination coefficients on the fly, it becomes possible for the agents to cut their links over time to neighbors that
are sensing a different model than their own. The net effect is that agents end up being clustered in two groups. Cooperation between the members of the same group then leads to the estimation of \( \{w^*, w^0\} \).

**Example 14.4** (Adapting combination weights over MSE networks). We illustrate the performance of adaptive combination rules over MSE networks of the form described earlier in Example 6.3. We employ uniform step-sizes across the agents, \( \mu_k = \mu = 0.001 \). Figure 14.2 shows the connected network topology with \( N = 20 \) agents used for this simulation, with the measurement noise variances, \( \{\sigma^2_{v,k}\} \), and the power of the regression data, assumed of the form \( R_{a,k} = \sigma^2_{u,k} I_M \), shown in the left and right plots of Figure 14.3, respectively.

Figure 14.4 plots the evolution of the ensemble-average learning curves, \( \frac{1}{N}E[\|\tilde{w}_i\|^2] \), for the ATC diffusion strategy (14.58) using four different combination rules: the left-stochastic uniform or averaging rule (11.148), the doubly-stochastic Metropolis rule (12.43), the relative-variance rule (14.31), and the adaptive combination rule (14.58) with uniform \( \zeta_k = \zeta = 0.01 \). The curves are obtained by averaging the trajectories \( \{\frac{1}{N}E[\|\tilde{w}_i\|^2]\} \) over 100 repeated experiments. The label on the vertical axis in the figure refers to the learning curves \( \frac{1}{N}E[\|\tilde{w}_i\|^2] \) by writing \( \text{MSD}_{\text{dist,av}}(i) \), with an iteration index \( i \). Each experiment involves running the diffusion strategy with \( h = 2 \) on complex-valued data \( \{d_k(i), u_k(i)\} \) generated according to the model.
\[ d_k(i) = u_{k,i} w^o + v_k(i), \] with \( M = 10 \). The unknown vector \( w^o \) is generated randomly and its norm is normalized to one.

**Figure 14.2:** A connected network topology consisting of \( N = 20 \) agents employing the averaging rule (11.148).

**Figure 14.3:** Measurement noise profile (left) and regression data power (right) across all agents. It is assumed that \( R_{u,k} = \sigma^2_{u,k} I_M \), and the noise and regression data are Gaussian distributed.
14.5. Adaptive Combination Policy

It is further observed in the figure that the learning curve of the relative-variance rule tends to the MSD value predicted by the theoretical expression (11.153) with the entries \( \{p_k\} \) corresponding to the Perron eigenvector that is associated with the combination policy (14.31), which reduces to the following expression in the example under consideration:

\[
a^2_{t,k} = \frac{1}{\sigma^2_{v,t} \sigma^2_{u,t}} \left( \sum_{m \in N_k} \frac{1}{\sigma^2_{v,m} \sigma^2_{u,m}} \right)^{-1}, \quad \ell \in N_k \quad (14.59)
\]

It is also observed from Figure 14.4 that the adaptive rule is able to learn the noise factors \( \{\gamma^2_{\ell}\} \) and to attain a performance level that is expected from the relative-variance rule. However, the convergence rate of the adaptive rule is clearly slower than the uniform and Metropolis rules: this is because of the additional adaptation process that is involved in learning the noise factors \( \{\gamma^2_{\ell}\} \) and the combination coefficients \( \{a_{t,k}(i)\} \). Schemes for speeding up the

**Figure 14.4:** Evolution of the learning curves for the ATC diffusion strategy (14.58) using four different combination rules: the left-stochastic uniform or averaging rule (11.148), the doubly-stochastic Metropolis rule (12.43), the relative-variance rule (14.31), and the adaptive combination rule (14.58) with uniform \( \zeta_k = \zeta = 0.01 \).
convergence of the adaptive combination rule are proposed in [270] and [95]. One idea is based on training the network initially by using a static rule, such as the uniform rule, while the combination weights are being adapted and subsequently switch to the adaptive combination rule. Criteria for selecting the switching time is developed in these references. Figure 14.5 illustrates this construction where the switching time occurs at $i = 1000$. It is seen that the adaptive combination rule is able to recover the faster convergence rate of the uniform rule.

Figure 14.5: Evolution of the learning curves for the ATC diffusion strategy (14.58) using three different combination rules: the left-stochastic uniform or averaging rule (11.148), the adaptive combination rule (14.58) with uniform $\zeta_k = \zeta = 0.01$, and the same adaptive rule except that it is activated at $i = 1000$; during the initial 1000 iterations the network employs the uniform rule while the combination weights are being adapted.
This work provides an overview of strategies for adaptation, learning, and optimization over networks. Particular attention was given to the constant step-size case in order to enable solutions that are able to adapt and learn continuously from streaming data. There are of course several other important aspects of distributed strategies that were not covered in this work. Following [207, 208], we comment briefly on some of them and provide relevant references for the benefit of the reader.

15.1 Gossip and Asynchronous Strategies

It is possible to train networks whereby agents are not required to continually interact with all their neighbors at each time instant. Instead, agents may select a subset of their neighbors (or even a single neighbor) at every iteration. Figure 15.1 illustrates this situation graphically. The figure shows three successive instances of a network with the active edges highlighted by thicker lines. At each of these instants, agents select randomly a subset of their neighbors and share data with them over the selected links.
Criteria can be developed for determining which and how many neighbors to select. One simple strategy is to pick one neighbor at a time randomly, which is the case with useful gossip implementations for distributed processing (see, e.g., [14, 24, 43, 87, 137, 158, 201, 221]). For example, the ATC LMS diffusion implementation (7.23) based on the selection of a single neighbor per iteration would take the following form [201]:

\[
\begin{align*}
\psi_{k,i} &= w_{k,i-1} + \frac{\mu_k}{h} u_{k,i}^* [d_k(i) - u_{k,i}w_{k,i-1}] \\
\text{agent } k \text{ picks randomly a neighbor } \ell_o \in \mathcal{N}_k \\
w_{k,i} &= a_k \psi_{k,i} + (1 - a_k) \psi_{\ell_o,i}
\end{align*}
\]

where \( h = 2 \) for complex data and \( h = 1 \) for real data, and where the scalar \( a_k \in [0,1] \) denotes a convex combination coefficient. Useful variations that incorporate energy or game-theoretic considerations can also be pursued [102, 127]. One can also consider variations where agents share with their neighbors a subset of the entries in their vector iterates [9].

Moreover, an implicit assumption made in our presentation has been that all agents act synchronously. At every iteration, each agent completes its adaptation step before its neighbors initiate their combination steps. One can also study asynchronous implementations that...
are subject to random events such as random data arrival times, random agent failures, random link failures, random topology changes, etc. There exist several studies in the literature on the performance of consensus and gossip-type strategies in response to asynchronous events or changing topologies [43, 124, 134–137, 195, 226, 242]. There are also studies in the context of diffusion strategies [158, 231, 277]. With the exception of the latter references on diffusion, most existing works investigate either pure averaging algorithms without streaming data, or assume noise-free data, or rely on the use of diminishing step-size sequences. In the works [277, 278], a fairly detailed analysis is carried out in the context of adaptation and learning with constant step-sizes. For example, the ATC diffusion update (7.19) in an asynchronous environment would take the following form:

\[
\begin{align*}
\psi_{k,i} & = w_{k,i-1} - \mu_k(i) \hat{J}_k(w_{k,i-1}) \\
w_{k,i} & = \sum_{\ell \in \mathcal{N}_{k,i}} a_{\ell k}(i) \psi_{\ell,i}
\end{align*}
\]  

(15.2)

where the \{\mu_k(i), a_{\ell k}(i)\} are now time-varying and random step-sizes and combination coefficients, and \mathcal{N}_{k,i} denotes the random neighborhood of agent k at time i. The underlying network is therefore randomly varying. Two of the main results established in [277, 278], following techniques similar to this work, are that, under some independence conditions on the random events, the asynchronous network continues to be mean-square stable for sufficiently small step-sizes. Moreover, its convergence rate and MSD performance compare well to those of the synchronous network that is constructed by employing the average values for the step-sizes and the average values for the combination coefficients, namely,

\[
\begin{align*}
\alpha_{\text{async}} & = \alpha_{\text{sync}} + O \left( \mu_{\text{max}}^{1+1/N^2} \right) \\
\text{MSD}_{\text{async,av}} & = \text{MSD}_{\text{sync,av}} + O (\mu_{\text{max}}) 
\end{align*}
\]  

(15.3) (15.4)

where \mu_{\text{max}} is now defined in terms of an upper bound on the random step-size parameters (and is sufficiently small). In other words, the convergence rate remains largely unaffected by asynchronous events at
the expense of a deterioration in the order of $O(\mu_{\text{max}})$ in MSD performance. These results help justify the remarkable robustness and resilience properties of cooperative networks in the face of random failures at multiple levels: agents, links, data, and topology.

### 15.2 Noisy Exchanges of Information

We ignored in our presentation the effect of perturbations during the exchange of information among neighboring agents. These perturbations can arise from different sources, including noise over the communication links, quantization effects (e.g., [13, 87, 203]), attenuation and fading effects. To model distortions over links, one can introduce, for example, additive noise components and attenuation components into the steps involving the exchange of iterates among neighboring agents. This situation is illustrated generically in Figure 15.2 for an agent $k$ receiving data from its neighbors $\{\ell, 4, 7\}$. The scalars $\{\gamma_{\ell k}(i), \ell \in N_k\}$ model attenuation or fading effects and the noise sources $\{v_{\ell k}(i), \ell \in N_k\}$ model additive noise components over the edges linking the neighbors to agent $k$. Such distortions influence the performance of distributed strategies as follows.

For example, in the diffusion LMS network of Example 7.3, the same iterate $\psi_{\ell,i}$ is broadcast by agent $\ell$ to all its neighbors. When this is done, different noise sources interfere with the exchange of $\psi_{\ell,i}$ over each of the edges that link agent $\ell$ to its neighbors. Thus, agent $k$ will end up receiving the perturbed iterate:

$$\psi_{\ell k,i} = \gamma_{\ell k}(i)\psi_{\ell,i} + v^{(\psi)}_{\ell k,i}$$

where $v^{(\psi)}_{\ell k,i}$ denotes the additive noise component over the edge from $\ell$ to $k$, and $\gamma_{\ell k}(i)$ denotes the attenuation effect. The actual ATC diffusion implementation ends up being:

$$\begin{align*}
\psi_{k,i} &= w_{k,i-1} + \mu_k u^*_{k,i} [d_k(i) - u_{k,i} w_{k,i-1}] \\
 w_{k,i} &= \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell k,i}
\end{align*}$$

with the $\{\psi_{\ell k,i}\}$ appearing in the combination step in (15.6) in place of
15.3 Exploiting Temporal Diversity

We can also develop distributed strategies that incorporate an additional temporal processing step besides the spatial aggregation step \([76, 151, 152, 208]\). The temporal step is reminiscent of momentum-type techniques proposed for gradient descent optimization \([11, 21, 176, 177]\).

Figure 15.2: Data \(\{\psi_{\ell,i}\}\) sent to agent \(k\) from its neighbors undergo additive noise perturbations, represented by the noise sources \(\{v_{\ell k}(i), \ell \in \mathcal{N}_k\}\), as well as attenuation or fading effects, represented by the scaling coefficients \(\{\gamma_{\ell k}(i), \ell \in \mathcal{N}_k\}\).

\(\psi_{\ell,i}\). It is seen that the perturbations interfere with the quality of the iterates \(\{w_{k,i}\}\). Studying the degradation in performance that results from these noisy exchanges, and developing adaptive combination rules that counter the effect of such degradation, can be pursued by extending the mean-square analysis of the earlier chapters. Readers can refer to \([1, 141, 208, 244, 274, 280]\) for results on diffusion strategies and to \([135, 166]\) for results on consensus strategies.
in that the agents update their states by relying on additional past values of their iterates besides the most recent iterates. Note, for instance, that in the LMS diffusion strategies of Example 7.3, each agent shares information locally with its neighbors through a process of spatial cooperation represented by the aggregation step. We can add a temporal dimension to this cooperative behavior as follows. For example, in the ATC LMS implementation (7.23), rather than have each agent $k$ rely solely on the current weight iterates received from its neighbors, $\{\psi_{\ell,i}, \ell \in \mathcal{N}_k\}$, agent $k$ can also be allowed to store and process its present and past weight iterates, say, $L$ of them as in $\{\psi_{k,j}, j = i, i - 1, \ldots, i - L + 1\}$. There are several ways by which temporal processing can be added. The following equations describe one possibility for MSE networks of the form described in Example 6.3 [152]:

$$
\begin{align*}
\psi_{k,i} &= w_{k,i-1} + \frac{2}{h} \mu_k u_{k,i}^* \left[ d_k(i) - u_{k,i} w_{k,i-1} \right] \\
\phi_{k,i} &= \sum_{j=0}^{L-1} f_{kj} \psi_{k,i-j} \quad \text{(temporal processing)} \\
w_{k,i} &= \sum_{\ell \in \mathcal{N}_k} a_{\ell k} \phi_{\ell,i} \quad \text{(spatial processing)} \\
\end{align*}
$$

where $h = 1$ for real data and $h = 2$ for complex data, and the coefficients $\{f_{kj}\}$ are chosen to satisfy

$$
f_{kj} \geq 0, \quad \sum_{j=0}^{L-1} f_{kj} = 1 \quad (15.8)
$$

In this way, previous weight iterates are smoothed and used to help counter the effect of noise over the communication links. Figure 15.3 illustrates the three steps of adaptation (A), temporal processing (T), and spatial processing (S) that are involved in the implementation (15.7). The order of these three steps can be interchanged, thus leading to other variations of the diffusion implementation. The version listed above is ATS diffusion, where the order of the letters in “ATS” refers to the order in which the processing steps appear in the algorithm implementation. [152].
Other possibilities for the addition of temporal processing can be pursued. For example, reference [76] starts from the CTA diffusion algorithm (7.22) and incorporates a useful projection step between the combination step and the adaptation step. The projection step uses the iterate, $\psi_{k,i-1}$, at node $k$ and projects it onto hyperslabs defined by the current and past raw data. Specifically, the algorithm from [76] has the following form:

\begin{align}
\psi_{k,i-1} &= \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1} \\
\phi_{k,j-1} &= \mathcal{P}_{k,i}^j[\psi_{k,i-1}] \\
w_{k,i} &= \phi_{k,i-1} - \mu_k \left\{ \phi_{k,i-1} - \sum_{j=0}^{L-1} f_{kj} \mathcal{P}_{k,i-j}[\phi_{k,i-j}] \right\}
\end{align}

where the notation $\phi = \mathcal{P}_{k,i}[\psi]$ refers to the act of projecting the vector $\psi$ onto the hyperslab $\mathcal{P}_{k,i}$ that consists of all $M \times 1$ vectors $z$ satisfying

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure15.3}
\caption{From left to right: the three steps of adaptation (A), temporal processing (T), and spatial processing (S) that are involved in the diffusion implementation (15.7).}
\end{figure}
(similarly for the projection $P_{k,i}'$):

$$P_{k,i} \triangleq \{ z \text{ such that } |d_k(i) - u_{k,i}z| \leq \epsilon_k \} \quad (15.10)$$

$$P_{k,i}' \triangleq \{ z \text{ such that } |d_k(i) - u_{k,i}z| \leq \epsilon'_k \} \quad (15.11)$$

where $\{\epsilon_k, \epsilon'_k\}$ are positive (tolerance) parameters chosen by the designer to satisfy $\epsilon'_k > \epsilon_k$. For generic values $\{d, u, \epsilon\}$, where $d$ is a scalar and $u$ is a row vector, the projection operator is described analytically by the following expression [222]:

$$\mathcal{P}[\psi] = \psi + \begin{cases} 
\frac{u^*}{\|u\|^2} [d - \epsilon - u\psi], & \text{if } d - \epsilon > u\psi \\
\frac{u}{\|u\|^2} [d + \epsilon - u\psi], & \text{if } d + \epsilon < u\psi \\
0, & \text{if } |d - u\psi| \leq \epsilon
\end{cases} \quad (15.12)$$

The projections that appear in (15.9) can be regarded as another example of a temporal processing step.

### 15.4 Incorporating Sparsity Constraints

We may also consider distributed strategies that enforce sparsity constraints on the solution vector (e.g., [74, 75, 86, 157]). For example, in the context of the MSE networks of Example 6.3, we may consider individual costs of the following modified form:

$$J_k(w) = \mathbb{E}|d_k(i) - u_{k,i}w|^2 + \rho f(w) \quad (15.13)$$

where $f(w)$ is some real-valued convex function weighted by some parameter $\rho > 0$. The role of $f(w)$ is to help ensure that the solution vectors are sparse [17, 51, 235]. One ATC diffusion strategy for solving such problems takes the form [86]:

$$e_k(i) = d_k(i) - u_{k,i}w_{k,i-1} \quad (15.14)$$

$$\psi_{k,i} = w_{k,i-1} + \mu_k u_{k,i}^*e_k(i) - \rho \mu_k \partial f(w_{k,i-1}) \quad (15.15)$$

$$w_{k,i} = \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i} \quad (15.16)$$

where $\partial f(\cdot)$ denotes a sub-gradient vector for $f(w)$ relative to $w$. Various possibilities exist for the selection of $f(w)$ and its sub-gradient vector. One choice is

$$\partial f(w) = \text{sign}(w) \quad (15.17)$$
where the entries of the column vector \( \text{sign}(w) \) are defined as follows in terms of the individual entries of \( w \):

\[
[\text{sign}(w)]_m \triangleq \begin{cases} 
   w_m/|w_m|, & w_m \neq 0 \\
   0, & w_m = 0
\end{cases} \tag{15.18}
\]

A second choice is to use instead

\[
\partial f(w) = \left[ \begin{array}{c} \text{sign}(w_1) \epsilon/|w_1| \\
\text{sign}(w_2) \epsilon/|w_2| \\
\vdots \\
\text{sign}(w_M) \epsilon/|w_M| \end{array} \right] \tag{15.19}
\]

This second choice has the advantage of selectively shrinking those components of the iterate \( w_{k,i-1} \) whose magnitudes are comparable to \( \epsilon \) with little effect on components whose magnitudes are much larger than \( \epsilon \) (see, e.g., [51, 73, 147]). Greedy techniques can also be used to develop useful sparsity-aware diffusion strategies, as shown in [74].

### 15.5 Distributed Constrained Optimization

Distributed strategies can also be developed for the solution of constrained convex optimization problems of the form:

\[
\min_w \sum_{k=1}^N J_k(w) \tag{15.20}
\]

subject to \( w \in \mathbb{W}_1 \cap \mathbb{W}_2 \cap \ldots \cap \mathbb{W}_N \)

where each \( J_k(w) \) is convex and each \( \mathbb{W}_k \) is a convex set of points \( w \) that satisfy a collection of affine equality constraints and convex inequality constraints, say, as:

\[
\mathbb{W}_k \triangleq \left\{ w : h_{k,m}(w) = 0, \ m = 1, 2, \ldots, U_k \right\} \tag{15.21}
\]

\[
\left\{ w : g_{k,n}(w) \leq 0, \ n = 1, 2, \ldots, L_k \right\}
\]

The key challenge in solving such problems in a distributed manner is that each agent \( k \) should only be aware of its cost function, \( J_k(w) \), and its \( L_k + U_k \) total constraints. For this reason, some available solution methods are in effect non-distributed because they require each agent to know all constraints from across the network [196]. If the feasible set and the constraints happen to be agent-independent, then such solution methods become distributed.
More generally, when solving constrained optimization problems of the form \((15.20)\) in a distributed manner, it is customary to rely on the use of useful projection steps in order to ensure that the successive iterates that are computed by the agents satisfy the convex constraints — see, e.g., [63, 76, 153, 226, 234, 268]. An insightful overview of the use of projection methods in optimization problems is given in [234]. We already encountered one example of a projection-based solution method in \((15.9)\). Nevertheless, solution techniques that rely on the use of projection operations require the constraint conditions to be relatively simple in order for the distributed algorithm to be able to compute the necessary projections analytically (such as projecting onto the nonnegative orthant) [153, 226, 268]. For example, the following form of the diffusion CTA strategy \((7.18)\) with projections is used in [153]:

\[
\psi_{k,i} = \sum_{\ell \in \mathcal{N}_k} a_{\ell k} w_{\ell,i-1} \quad (15.22)
\]

\[
\phi_{k,i} = \psi_{k,i-1} - \mu(i) \nabla_{w^T} J_k \left( \psi_{k,i-1} \right) \quad (15.23)
\]

\[
w_{k,i} = \mathcal{P}_{\mathcal{W}_k}[\phi_{k,i}] \quad (15.24)
\]

In this construction, the main motivation is to solve a static optimization problem (in lieu of adaptation and learning). Thus, note that the actual gradient vector is employed in \((15.23)\) along with a decaying step-size sequence. Moreover, the notation \(\mathcal{P}_{\mathcal{W}_k}[\cdot]\) denotes projection onto the set \(\mathcal{W}_k\); each of these sets is required to consist of “simple constraints” so that the projections can be carried out analytically. Motivated by these considerations, the work in [237, 238] develops distributed strategies that circumvent projection steps. The solution relies on the use of suitably chosen penalty functions and replaces the projection step by a stochastic approximation update that runs simultaneously with the optimization step. One form of this diffusion solution can be described as follows. We select continuous, convex, and twice-differentiable functions \(\delta^{\text{IP}}(x)\) and \(\delta^{\text{EP}}(x)\) that satisfy the properties:
\[ \delta_{IP}(x) = \begin{cases} 0, & x \leq 0 \\ > 0, & x > 0 \end{cases} \quad (15.25) \]

and

\[ \delta_{EP}(x) = \begin{cases} 0, & x = 0 \\ > 0, & x \neq 0 \end{cases} \quad (15.26) \]

with \( \delta_{IP}(x) \) being additionally a non-decreasing function. For example, the following continuous, convex, and twice-differentiable functions satisfy these conditions for small \( \rho \):

\[ \delta_{IP}(x) = \max \left\{ 0, \frac{x^3}{\sqrt{x^2 + \rho^2}} \right\}, \quad \delta_{EP}(x) = x^2 \quad (15.27) \]

Using the functions \( \{\delta_{IP}(x), \delta_{EP}(x)\} \), we associate with each agent \( k \) the following penalty function, which takes into account all constraints at the agent:

\[ p_k(w) \triangleq L_k \sum_{n=1}^{N_k} \delta_{IP}(g_{k,n}(w)) + U_k \sum_{m=1}^{M_k} \delta_{EP}(h_{k,m}(w)) \quad (15.28) \]

The penalized ATC diffusion form for solving (15.20) then takes the following form for any parameter \( 0 < \theta < 1 \) [237, 238]:

\[ \psi_{k,i} = \nabla w_j \nabla J_k(w_{k,i-1}) \quad (15.29) \]

\[ \phi_{k,i} = \psi_{k,i} - \mu^{1-\theta} \nabla w_j p_k(\psi_{k,i}) \quad (15.30) \]

\[ w_{k,i} = \sum_{\ell \in N_k} a_{k,\ell} \phi_{\ell,i} \quad (15.31) \]

One of the main conclusions in [237, 238] is that, under certain conditions on the cost and penalty functions and gradient noise, and for sufficiently small step-sizes \( \mu \) and a doubly-stochastic combination policy \( \Lambda \), it holds that

\[ \lim_{\mu \to 0} \limsup_{i \to \infty} \mathbb{E} \| w^o - w_{k,i} \|^2 = 0 \quad (15.32) \]

where \( w^o \) denotes the unique optimal solution for (15.20) for a strongly-convex aggregate cost \( J_{glob}(w) \).

Following [237, 238], we illustrate the operation of the algorithm by considering the network shown in Figure 15.4 with \( N = 20 \) agents.
running the penalized diffusion algorithm (15.29)–(15.31) using the Metropolis rule (12.43) with \( \mu = 0.002 \), \( \theta = 0.9 \), and \( \rho = 0.001 \). Each agent in the network is associated with a mean-square-error cost of the form \( J_k(w) = \mathbb{E}(d_k(i) - u_{k,i} w)^2 \), where the observed data \( \{d_k(i), u_{k,i}\} \) are related to each other via a linear regression model of the form:

\[
d_k(i) = u_{k,i} w^\star + v_k(i) \tag{15.33}
\]

for some unknown model \( w^\star \). To illustrate the adaptation and tracking ability of the algorithm, we associate a single linear inequality constraint with each agent. Specifically, we set \( L_k = 1 \), \( U_k = 0 \) and choose:

\[
g_{k,i}(w) = b_{k,i}^T w - z_k(i) \tag{15.34}
\]

where \( \{b_{k,i}, z_k(i)\} \) are allowed to change with the iteration index, \( i \). If we introduce the block quantities:

**Figure 15.4:** A connected network topology consisting of \( N = 20 \) agents running the penalized diffusion algorithm (15.29)–(15.31).
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\[ B_i \triangleq \text{col}\{b_{1,i}^T, b_{2,i}^T, \ldots, b_{N,i}^T\} \quad (15.35) \]

\[ z_i \triangleq \text{col}\{z_1(i), z_2(i), \ldots, z_N(i)\} \quad (15.36) \]

then we have that the global optimization problem that we are interested in solving is of the form:

\[
\min_w \sum_{k=1}^{N} \mathbb{E}(d_k(i) - u_{k,i}w)^2 \\
\text{subject to } B_i w - z_i \preceq 0
\]  

(15.37)

where the notation \( a \preceq b \), for two vectors \( a \) and \( b \), indicates element-wise comparison of the entries of the vectors. While the projections associated with the constraints in this problem may be solved analytically, this setup is simply meant to illustrate the operation of the penalized diffusion algorithm and its tracking ability.

Figure 15.5: The star indicates the location of the optimal minimizer, \( w_0^* \), which is allowed to drift in this simulation to illustrate the tracking ability of the algorithm. The polygon in the graph denotes the boundary of the feasible region for each agent. The tiny circles (e.g., in the left-most plot in the first row) illustrate the location of the iterates by the agents, the line denotes the average estimated trajectory by the network. As the constraint set changes, it is observed that the iterates are able to track the minimizer even as the feasible region shrinks and changes with time.

The statistical distribution of the random processes \( \{u_{k,i}, v_k(i)\} \) remain invariant for the duration of the simulation; only the constraints
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drift with time. This need not be the case in general, and the diffusion algorithm can also handle non-stationary cost functions; keeping the cost function fixed facilitates the illustration of the results. The variance of the noise $v_k(i)$ is selected randomly according to a uniform distribution from within the open interval $\sigma^2_{v,k} \in (0, 1)$. The covariance matrices $R_{u,k} = \mathbb{E} u_{k,i}^T u_{k,i}$ are generated as $R_{u,k} = Q_k \Lambda_k Q_k^T$, where $Q_k$ is a randomly generated orthogonal matrix and $\Lambda_k$ is a diagonal matrix with random elements also selected uniformly from within the interval $(0, 1)$. The model vector $w^* \in \mathbb{R}^2$ is chosen randomly. The constraint set is also initialized randomly and changes as time progresses.

Figure 15.5 illustrates the evolution of the iterates across the agents as time progresses. It is observed that the agents are attracted towards the feasible region from their initial position and quickly converge towards the true optimizer, $w_o$, which is initially stationary. As the constraint set changes over time, we observe that each agent’s iterate changes and tracks $w_o$. The magenta line in the figure denotes the average estimated trajectory by the network.

15.6 Distributed Recursive Least-Squares

We can also apply diffusion strategies to solve recursive least-squares (RLS) problems in a distributed manner [28, 57, 58]. Consensus-based solutions also appear in [165, 266, 267]. For example, consider a collection of $N$ agents observing data $\{d_k(i), u_{k,i}\}$, which are assumed to be related via:

$$d_k(i) = u_{k,i}w^o + v_k(i) \quad (15.38)$$

where $u_{k,i}$ is a $1 \times M$ regression vector and $w^o$ is the $M \times 1$ unknown vector to be estimated in a least-squares sense by minimizing the global cost

$$\min_w \lambda^{i+1} \|w\|^2 + \sum_{j=0}^{i} \lambda^{i-j} \left( \sum_{k=1}^{N} |d_k(j) - u_{k,j}w|^2 \right) \quad (15.39)$$

where $0 \ll \lambda \leq 1$ is an exponential forgetting factor whose value is usually close to one. Distributed recursive least-squares (RLS) strategies of the diffusion-type for the solution of (15.39) were developed in
and they take the following form. Let \( w_{k,i} \) denote the estimate for \( w_o \) that is computed by agent \( k \) at time \( i \). For every agent \( k \), we start with the initial conditions \( w_{k,-1} = 0 \) and \( P_{k,-1} = \delta^{-1}I_M \), where \( P_{k,-1} \) is an \( M \times M \) matrix and \( \delta > 0 \) (usually a small number). Then, every agent \( k \) repeats the calculations listed in (15.40) by cooperating with its neighbors, where the symbol \( \leftarrow \) denotes a sequential assignment. The scalars \( \{a_{\ell k}, c_{\ell k}\} \) are nonnegative combination coefficients satisfying for all \( k = 1, 2, \ldots, N \):

\[
\begin{align*}
\text{Diffusion RLS strategy (ATC)} \\
\text{step 1 (initialization by agent } k) & \quad \psi_{k,i} \leftarrow w_{k,i-1} \\
& \quad P_{k,i} \leftarrow \lambda^{-1} P_{k,i-1} \\
\text{step 2 (adaptation)} & \quad \text{Update } \{\psi_{k,i}, P_{k,i}\} \text{ by iterating over } \ell \in \mathcal{N}_k : \\
& \quad \psi_{k,i} \leftarrow \psi_{k,i} + \frac{c_{\ell k} P_{k,i} u_{\ell,i}^*}{1 + c_{\ell k} u_{\ell,i} P_{k,i} u_{\ell,i}^*} (d_{\ell,i} - u_{\ell,i} \psi_{k,i}) \\ & \quad P_{k,i} \leftarrow P_{k,i} - \frac{c_{\ell k} P_{k,i} u_{\ell,i} u_{\ell,i}^* P_{k,i}}{1 + c_{\ell k} u_{\ell,i} P_{k,i} u_{\ell,i}^*} \\
\text{end} \\
\text{step 3 (combination)} & \quad w_{k,i} = \sum_{\ell \in \mathcal{N}_k} a_{\ell k} \psi_{\ell,i}
\end{align*}
\]

\[
\begin{align*}
& c_{\ell k} \geq 0, \quad \sum_{k=1}^N c_{\ell k} = 1, \quad c_{\ell k} = 0 \text{ if } \ell \notin \mathcal{N}_k \\ & a_{\ell k} \geq 0, \quad \sum_{\ell=1}^N a_{\ell k} = 1, \quad a_{\ell k} = 0 \text{ if } \ell \notin \mathcal{N}_k
\end{align*}
\]

That is, \( A = [a_{\ell k}] \) is a left-stochastic matrix and \( C = [c_{\ell k}] \) is a right-stochastic matrix. Figure 15.6 illustrates the exchange of information that occurs during the adaptation and combination steps in the diffusion implementation. During the adaptation step, agents exchange their data measurements \( \{d_{\ell}(i), u_{\ell,i}\} \) with their neighbors, and during the consultation step agents exchange their intermediate iterates \( \{\psi_{\ell,i}\} \).
Under some approximations, and for the special choices \( \lambda = 1 \) and \( A = C \) (in which case \( A \) becomes doubly stochastic), the diffusion RLS strategy (15.40) can be reduced to a form given in [267] and which is described by the following equations:

\[
P_{k,i}^{-1} = \sum_{\ell \in \mathcal{N}_k} a_{\ell k} \left[ P_{\ell,i}^{-1} + u_{\ell,i}^* u_{\ell,i}^* \right]
\]

(15.43)

\[
q_{k,i} = \sum_{\ell \in \mathcal{N}_k} a_{\ell k} \left[ q_{\ell,i} - u_{\ell,i}^* d_{\ell}(i) \right]
\]

(15.44)

\[
\psi_{k,i} = P_{k,i} q_{k,i}
\]

(15.45)

\[
w_{k,i} = \sum_{\ell \in \mathcal{N}_k} a_{\ell k} \psi_{\ell,i}
\]

(15.46)

Algorithm (15.43)–(15.46) is computationally more demanding (by one order of magnitude) than diffusion RLS since step (15.45) requires \( P_{k,i} \), which is recovered by inverting the matrix \( P_{k,i}^{-1} \) that is evaluated in the first step (15.43). The above form was motivated in [267] by using consensus arguments; reference [208] provides more details on the connections and differences between the diffusion strategy (15.40) and the above consensus strategy.

Figure 15.6: During the adaptation step 2 in the diffusion RLS implementation (15.40), agents exchange their data measurements \( \{d_{\ell}(i), u_{\ell,i}\} \) (left). During the consultation step 3, agents exchange their intermediate iterates \( \{\psi_{\ell,i}\} \) (right).
Returning to (15.40), we observe that the second step involves updating a Riccati-type variable, $P_{k,i}$, which is supposed to remain positive-definite over time. In order to avoid numerical difficulties that may destroy this critical property, it is often preferred to implement such update schemes in array form [133, 206], where a Cholesky factor of $P_{k,i}$ is updated rather than $P_{k,i}$ itself. Following arguments similar to those developed in [206, Ch. 35], the following array form for diffusion RLS can be motivated. Let

\[ P_{k,i} \triangleq P_{k,i}^{1/2} \left( P_{k,i}^{1/2} \right)^* \]  

(15.47)

denote the Cholesky factorization of $P_{k,i}$, where $P_{k,i}^{1/2}$ is lower-triangular with positive entries on its diagonal. Introduce further the scalar and vector quantities:

\[ \gamma_{tk}(i) \triangleq 1/(1 + c_{tk} u_{\ell,i} P_{k,i} u_{\ell,i}^*) \]  

(15.48)

\[ g_{tk,i} \triangleq c_{tk}^{1/2} \gamma_{tk}(i) P_{k,i} u_{\ell,i}^* \]  

(15.49)

Then, the updates in (15.40) can be rewritten as:

\[ c_\ell(i) \leftarrow d_\ell(i) - u_{\ell,i} \psi_{k,i} \]  

(15.50)

\[ \psi_{k,i} \leftarrow \psi_{k,i} + c_{tk}^{1/2} \left[ g_{tk,i} \gamma_{tk}^{-1/2}(i) \right] \left[ \gamma_{tk}^{-1/2}(i) \right]^{-1} e_\ell(i) \]  

(15.51)

\[ P_{k,i} \leftarrow P_{k,i} - g_{tk,i} g_{tk,i}^*/\gamma_{tk}(i) \]  

(15.52)

These updates can be implemented in array form as follows. We form the pre-array matrix:

\[ D \triangleq \begin{bmatrix} 1 & c_{tk}^{1/2} \left( P_{k,i}^{1/2} \right)^* u_{\ell,i}^* & 0_{1 \times M} \end{bmatrix} \]  

(15.53)

where $P_{k,i}^{1/2}$ is the Cholesky factor of the matrix $P_{k,i}$ appearing on the right-hand side of (15.52). Next, we determine a unitary transformation, $\Theta_{tk,i}$, that transforms $D$ into an upper-triangular form with positive entries on the diagonal. Specifically, we perform the QR factoriza-
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tion of matrix $D$:

$$
\begin{bmatrix}
1 & 0 \\
\frac{1}{\sqrt{\ell_k}} \left( P^{1/2}_{k,i} \right)^* & \left( P^{1/2}_{k,i} \right)^*
\end{bmatrix}
\begin{bmatrix}
\psi_{k,i} \\
\frac{1}{\sqrt{\ell_k}} \left( P^{1/2}_{k,i} \right)^* u_{\ell,i} \\
0_{1 \times M}
\end{bmatrix}
\Theta_{\ell_k,i}
\begin{bmatrix}
\gamma^{-1/2}_{\ell_k}(i) & g^{*}_{\ell_k,i} \gamma^{-1/2}_{\ell_k}(i) \\
0 & \left( P^{1/2}_{k,i} \right)^*
\end{bmatrix}
\begin{bmatrix}
\gamma^{-1/2}_{\ell_k}(i) & g^{*}_{\ell_k,i} \gamma^{-1/2}_{\ell_k}(i) \\
0 & \left( P^{1/2}_{k,i} \right)^*
\end{bmatrix}^{-1}
\begin{bmatrix}
\gamma^{-1/2}_{\ell_k}(i) & g^{*}_{\ell_k,i} \gamma^{-1/2}_{\ell_k}(i) \\
0 & \left( P^{1/2}_{k,i} \right)^*
\end{bmatrix}
$$

(15.54)

where the resulting $P^{1/2}_{k,i}$ on the right-hand side of the above equation now refers to the Cholesky factor of the updated matrix $P_{k,i}$ appearing on the left-hand side of (15.52). The other quantities in the post-array (15.54) correspond to what is needed to perform the update (15.51).

In summary, we arrive at the following array form.

**Array form of diffusion RLS strategy (ATC)**

**step 1** (initialization by agent $k$)

$\psi_{k,i} \leftarrow w_{k,i-1}$

$P^{1/2}_{k,i} \leftarrow \lambda^{-1/2} P^{1/2}_{k,i-1}$

**step 2** (adaptation)

Update $\{\psi_{k,i}, P^{1/2}_{k,i}\}$ by iterating over $\ell \in \mathbb{N}_k$:

$$
\begin{bmatrix}
\gamma^{-1/2}_{\ell_k}(i) & g^{*}_{\ell_k,i} \gamma^{-1/2}_{\ell_k}(i) \\
0 & \left( P^{1/2}_{k,i} \right)^*
\end{bmatrix}
\left( \begin{bmatrix}
\gamma^{-1/2}_{\ell_k}(i) & g^{*}_{\ell_k,i} \gamma^{-1/2}_{\ell_k}(i) \\
0 & \left( P^{1/2}_{k,i} \right)^*
\end{bmatrix}^{-1}
\begin{bmatrix}
\frac{1}{\sqrt{\ell_k}} \left( P^{1/2}_{k,i} \right)^* u_{\ell,i} \\
\left( P^{1/2}_{k,i} \right)^*
\end{bmatrix}
\right)
$$

$e_{\ell}(i) \leftarrow d_{\ell,i} - u_{\ell,i} \psi_{k,i}$

$\psi_{k,i} \leftarrow \psi_{k,i} + \frac{1}{\sqrt{\ell_k}} \begin{bmatrix}
\gamma^{-1/2}_{\ell_k}(i) \\
0
\end{bmatrix}
\begin{bmatrix}
\gamma^{-1/2}_{\ell_k}(i) \\
0
\end{bmatrix}^{-1} e_{\ell}(i)$

**end**

**step 3** (combination)

$w_{k,i} = \sum_{\ell \in \mathbb{N}_k} g_{\ell k} \psi_{\ell,i}$

(15.55)

We illustrate the operation of algorithm (15.55) numerically for the case of the averaging rule (11.148) for $A$ and the Metropolis rule (8.100) for $C$. Figure 15.7 shows the connected network topology with $N = 20$ agents used for this simulation. Figure 15.8 plots the evolution of the ensemble-average learning curves, $\frac{1}{N} \mathbb{E} \left\| \tilde{w}_i \right\|^2$, for the ATC LMS diffusion strategy (7.23) with uniform step-size $\mu_k = 0.005$ and for the array form of the RLS diffusion strategy (15.55) with $\delta = 1 \times 10^{-6}$.
and λ = 0.998. The curves are obtained by averaging the trajectories \( \{ \frac{1}{N} \| \tilde{\omega}_i \|^2 \} \) over 100 repeated experiments. The label on the vertical axes in the figures refer to the learning curve \( \frac{1}{N} \mathbb{E} \| \tilde{\omega}_i \|^2 \) by writing MSD_{dist,av}(i), with an iteration index \( i \). Each experiment involves running the algorithms on real-valued data \( \{ d_k(i), u_{k,i} \} \) generated according to the model \( d_k(i) = u_{k,i}w^o + v_k(i) \), with \( M = 5 \). The unknown vector \( w^o \) is generated randomly and its norm is normalized to one.

### 15.7 Distributed State-Space Estimation

Distributed strategies can also be applied to the solution of state-space filtering and smoothing problems [53, 54, 59, 61, 88, 112, 142, 181, 182]. Here, we describe briefly a diffusion version of the distributed Kalman filter. Thus, consider a network consisting of \( N \) agents observing the state vector, \( x_i \), of size \( n \times 1 \) of a linear state-space model. At every time \( i \), every agent \( k \) collects a measurement vector \( y_{k,i} \) of size \( p \times 1 \),
which is related to the state vector as follows:

\[ x_{i+1} = F_i x_i + G_i n_i \quad (15.56) \]

\[ y_{k,i} = H_{k,i} x_i + v_{k,i}, \quad k = 1, 2, \ldots, N \quad (15.57) \]

The signals \( n_i \) and \( v_{k,i} \) denote state and measurement noises of sizes \( n \times 1 \) and \( p \times 1 \), respectively, and they are assumed to be zero-mean, uncorrelated and white, with covariance matrices denoted by

\[ E\left[ \begin{bmatrix} n_i \\ v_{k,i} \end{bmatrix} \begin{bmatrix} n_j \\ v_{k,j} \end{bmatrix}^* \right] \Delta = \begin{bmatrix} Q_i & 0 \\ 0 & R_{k,i} \end{bmatrix} \delta_{ij} \quad (15.58) \]

The initial state vector, \( x_o \), is assumed to have zero mean with

\[ E x_o x_o^* = \Pi_o > 0 \quad (15.59) \]

and is uncorrelated with \( n_i \) and \( v_{k,i} \), for all \( i \) and \( k \). We further assume that \( R_{k,i} > 0 \). The parameter matrices \( \{ F_i, G_i, H_{k,i}, Q_i, R_{k,i}, \Pi_o \} \) are...
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assumed to be known by node \( k \). Let \( \hat{x}_{k,i|j} \) denote a local estimator for \( x_i \) that is computed by agent \( k \) at time \( i \) based on local observations and on neighborhood data up to time \( j \). The following diffusion strategy was developed in [54, 59, 61] to approximate predicted and filtered versions of these local estimators in a distributed manner for data satisfying model (15.56)–(15.59). For every agent \( k \), we start with \( \hat{x}_{k,0|-1} = 0 \) and \( P_{k,0|-1} = \Pi_o \), where \( P_{k,0|-1} \) is an \( M \times M \) matrix. At every time instant \( i \), every agent \( k \) performs the calculations listed in (15.60). In this implementation, the combination policy \( A = [a_{\ell k}] \) consists of non-negative scalar coefficients and is left-stochastic. It was argued in Eq. (17) in [54] that, in general, an enhanced fusion of the local estimators \( \{ \psi_{\ell,i} \} \) can be attained by employing convex-combination coefficients defined in terms of certain inverse matrices, \( \{ P_{\ell,i|i}^{-1} \} \). This construction, however, would entail added computational cost and require the sharing of additional information regarding the inverses \( \{ P_{\ell,i|i}^{-1} \} \). The implementation (15.60) shown below from [54] employs scalar combination coefficients \( \{ a_{\ell k} \} \) in order to reduce the complexity of the resulting algorithm. Reference [117] studies the alternative fusion of the estimators \( \{ \psi_{\ell,i} \} \) in the diffusion Kalman filter by exploiting information about the inverses \( \{ P_{\ell,i|i}^{-1} \} \).

\[
\begin{align*}
\text{Time and measurement-form of diffusion Kalman filter} \\
\text{step 1 (initialization by agent } k) & \\
\psi_{k,i} & \leftarrow \hat{x}_{k,i|i-1} \\
P_{k,i} & \leftarrow P_{k|i-1} \\
\text{step 2 (adaptation)} & \\
\text{Update } \{ \psi_{k,i}, P_{k,i} \} \text{ by iterating over } \ell \in N_k : \\
R_c & \leftarrow R_{\ell,i} + H_{\ell,i} P_{k,i} H_{\ell,i}^* \\
\psi_{k,i} & \leftarrow \psi_{k,i} + P_{k,i} H_{\ell,i} R_c^{-1} (y_{\ell,i} - H_{\ell,i} \psi_{k,i}) \\
P_{k,i} & \leftarrow P_{k,i} - P_{k,i} H_{\ell,i} R_c^{-1} H_{\ell,i}^* P_{k,i} \\
\text{end} \\
\text{step 3 (combination)} & \\
\hat{x}_{k,i|i} & = \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i} \\
P_{k,i|i} & = P_{k,i} \\
\hat{x}_{k,i+1|i} & = F_i \hat{x}_{k,i|i} \\
P_{k,i+1|i} & = F_i P_{k,i|i} F_i^* + G_i Q_i G_i^*
\end{align*}
\]
An alternative representation for the above diffusion Kalman filter may be obtained in information form by assuming that $P_{k,i|i-1} > 0$ for all $k$ and $i$. For every agent $k$, we start with $\hat{x}_{k,0|i-1} = 0$ and $P_{k,0|i-1} = \Pi_0^{-1}$. At every time instant $i$, every agent $k$ then performs the calculations listed in (15.61).

**Information form of the diffusion Kalman filter**

**step 1** (adaptation)

\[
\begin{align*}
S_{k,i} &= \sum_{\ell \in N_k} H_{\ell,i}^* R_{\ell,i}^{-1} H_{\ell,i} \\
q_{k,i} &= \sum_{\ell \in N_k} H_{\ell,i}^* R_{\ell,i}^{-1} y_{\ell,i} \\
P_{k,i|i} &= P_{k,i|i-1} + S_{k,i} \\
\psi_{k,i} &= \hat{x}_{k,i|i-1} + F_{k,i|j} (q_{k,i} - S_{k,i} \hat{x}_{k,i|i-1}) 
\end{align*}
\]

(15.61)

**step 2** (combination)

\[
\begin{align*}
\hat{x}_{k,i|i} &= \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i} \\
\hat{x}_{k,i+1|i} &= F_i \hat{x}_{k,i|i} \\
P_{k,i+1|i} &= F_i P_{k,i|i} F_i^* + G_i Q_i G_i^*
\end{align*}
\]

Step 1 in (15.61) is similar to the update used in the distributed Kalman filter derived in [181] using consensus-type arguments. One difference is that reference [181] starts from a continuous-time consensus implementation and discretizes it to arrive at the following update relation:

\[
\hat{x}_{k,i|i} = \psi_{k,i} + \epsilon \sum_{\ell \in N_k} (\psi_{\ell,i} - \psi_{k,i})
\]

(15.62)

which, in order to facilitate comparison with (15.61), can be equivalently rewritten as:

\[
\hat{x}_{k,i|i} = (1 + \epsilon - n_k \epsilon) \psi_{k,i} + \sum_{\ell \in N_k \setminus \{k\}} \epsilon \psi_{\ell,i}
\]

(15.63)

where $n_k$ denotes the degree of agent $k$ (i.e., the size of its neighborhood). In comparison, the diffusion step in (15.61) can be written as:

\[
\hat{x}_{k,i|i} = a_{kk} \psi_{k,i} + \sum_{\ell \in N_k \setminus \{k\}} a_{\ell k} \psi_{\ell,i}
\]

(15.64)
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Figure 15.9: During the adaptation step 2 in the diffusion Kalman implementation (15.60), agents exchange data measurements and model measurements \( \{H_{\ell,i}, R_{\ell,i}, y_{\ell,i}\} \) (left). During the consultation step 3, agents exchange their intermediate iterates \( \{\psi_{\ell,i}\} \) (right).

Observe that the weights used in (15.63) are \((1+\epsilon-n_k\epsilon)\) for the agent’s estimator, \(\psi_{k,i}\), and \(\epsilon\) for all other estimators, \(\{\psi_{\ell,i}\}\), arriving from the neighbors of agent \(k\). In comparison, the diffusion step (15.64) employs a convex combination of the estimators \(\{\psi_{\ell,i}\}\) with generally different weights \(\{a_{\ell k}\}\) for different neighbors [53, 54].

Figure 15.9 illustrates the exchange of information that occurs during the adaptation and combination steps in the diffusion Kalman implementations (15.60) or (15.61). During the adaptation step, agents exchange data measurements and model parameters \(\{H_{\ell,i}, R_{\ell,i}, y_{\ell,i}\}\) with their neighbors, and during the consultation step agents exchange their intermediate iterates \(\{\psi_{\ell,i}\}\).

Example 15.1 (Tracking a projectile). We illustrate the operation of the diffusion and consensus Kalman filters numerically for the network shown in Figure 15.10 with the agents employing the averaging rule (11.148) in the diffusion case. We consider an application where each of the agents in the network is tracking a projectile — see Figure 15.11; each agent has access to noisy measurements of the \((x, y)\)–coordinates of the projectile relative to a pre-defined coordinate system. We simulate two scenarios. In one case, the agents run the diffusion Kalman implementation (15.60) and in the second
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case, the agents run the consensus implementation that would result form using (15.61) with the combination weights shown in (15.63) with $\epsilon = 0.001$.

![Figure 15.10: A connected network topology consisting of $N = 20$ agents employing the averaging rule (11.148).](image)

We consider a simplified model and assume the target is moving within the plane $z = 0$. Referring to Figure 15.11, the target is launched from location $(x_o, y_o)$ at an angle $\theta$ with the horizontal axis at an initial speed $s$. The initial velocity components along the horizontal and vertical directions are therefore:

$$s_x(0) = s \cos \theta, \quad s_y(0) = s \sin \theta$$

(15.65)

The motion of the object is governed by Newton’s laws of motion; the acceleration along the vertical direction is downwards and its magnitude is given by $g \approx 10 \text{ m/s}^2$. The motion along the horizontal direction is uniform (with zero acceleration) so that the horizontal velocity component is constant for all time instants and remains equal to $s_x$:

$$s_x(t) = s \cos \theta, \quad t \geq 0$$

(15.66)

For the vertical direction, the velocity component satisfies the equation of motion:

$$s_y(t) = s \sin \theta - gt, \quad t \geq 0$$

(15.67)
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Figure 15.11: The object is launched from location \((x_o, y_o)\) at an angle \(\theta\) with the horizontal direction. Under idealized conditions, the trajectory is parabolic. Using noisy measurements of the target location \((x(t), y(t))\) by multiple agents, the objective is to estimate the actual trajectory of the object.

We denote the location coordinates of the object at any time \(t\) by \((x(t), y(t))\). These coordinates satisfy the differential equations

\[
\frac{dx(t)}{dt} = s_x(t), \quad \frac{dy(t)}{dt} = s_y(t) \tag{15.68}
\]

We sample the equations of motion every \(T\) units of time and write

\[
s_x(i) \triangleq s_x(iT) = s \cos \theta \tag{15.69}
\]

\[
s_y(i) \triangleq s_y(iT) = s \sin \theta - igT \tag{15.70}
\]

\[
x(i + 1) = x(i) + Ts_x(i) \tag{15.71}
\]

\[
y(i + 1) = y(i) + Ts_y(i) \tag{15.72}
\]
As such, the dynamics of the moving object can be approximated by the following discretized state-space equation:

$$
\begin{bmatrix}
   x(i+1) \\
   y(i+1) \\
   s_x(i+1) \\
   s_y(i+1)
\end{bmatrix}
= \begin{bmatrix}
   1 & 0 & T & 0 \\
   0 & 1 & 0 & T \\
   0 & 0 & 1 & 0 \\
   0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
   x(i) \\
   y(i) \\
   s_x(i) \\
   s_y(i)
\end{bmatrix}
- \begin{bmatrix}
   0 \\
   0 \\
   0 \\
   1
\end{bmatrix} d_i
$$

(15.73)

Note that the state vector $x_i$ in this model involves four entries. Comp-
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pared with (15.56), we see that the state recursion in this case includes a
deterministic driving term, $d_i$, and does not include process noise ($G_i = 0$);
if desired, we may include a process noise term to model disturbances in the
state evolution (such as errors arising from the discretization process). The
deterministic driving term can be incorporated into the statement of the diffu-
sion and consensus filters by modifying the update relation $\hat{x}_{k,i+1|i} = F_i \hat{x}_{k,i|i}$
that appears in the combination steps in the statements (15.60) and (15.61)
by
$$\hat{x}_{k,i+1|i} = F_i \hat{x}_{k,i|i} + d_i$$
(15.74)
The tracking problem we are interested in is one that estimates and tracks
the state vector $x_i$ based on noisy measurements of the location coordinates
of the object by networked agents.

We denote the measurement vector at each agent $k$ at time $i$ by $y_{k,i}$ and
it satisfies:

$$y_{k,i} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix} \begin{bmatrix} x(i) \\ y(i) \\ s_x(i) \\ s_y(i) \end{bmatrix} + v_{k,i}$$
(15.75)

where $v_{k,i}$ denotes a $2 \times 1$ zero-mean white noise process with covariance
matrix assumed to be of the form $R_{k,i} = \sigma_{v,k}^2 I_2$. The variances $\{\sigma_{v,k}^2\}$ are
selected randomly from within the interval $[0, 0.5]$. It is seen that the entries
of the vector $y_{k,i}$ are noisy measurements of the $x$ and $y$-coordinates of the
location of the moving object. We use the following values in the simulation:

$$\Pi_0 = I_4, \ (x_0, y_0) = (1, 30), \ s = 15, \ T = 0.01, \ \theta = 60^o$$
(15.76)

Figure 15.12 plots the actual trajectory, the noisy measurements sampled
by one of the agents, and the averaged recovered trajectory (averaged over
all agents and over 100 experiments) by the diffusion network and by the
consensus network.
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Appendices
Let $g(z)$ denote a scalar real or complex-valued function of a complex variable, $z$. The function $g(z)$ need not be holomorphic in the variable $z$ and, therefore, it need not be differentiable in the traditional complex differentiation sense (cf. definition (A.3) further ahead). In many instances though, we are only interested in determining the locations of the stationary points of $g(z)$. For these cases, it is sufficient to rely on a different notion of differentiation, which we proceed to motivate following [3, 47, 107, 111, 116, 197, 206, 218, 251]. We start by defining complex gradient vectors in this appendix, followed by complex Hessian matrices in Appendix B. We also explain how the evaluation of gradient vectors and Hessian matrices gets simplified when the independent variable $z$ happens to be real-valued. In the treatment that follows, we examine both situations when the variables $\{z, z^*\}$ are either scalar-valued or vector-valued.

### A.1 Cauchy-Riemann Conditions

To motivate the alternative differentiation concept, we first review briefly the traditional definition of complex differentiation. Thus, as-
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sume $z$ is a scalar and let us express it in terms of its real and imaginary parts, denoted by $x$ and $y$, respectively:

$$z \triangleq x + jy, \quad j \triangleq \sqrt{-1} \quad (A.1)$$

We can then interpret $g(z)$ as a two-dimensional function of the real variables $\{x, y\}$ and represent its real and imaginary parts as functions of these same variables, say, as $u(x, y)$ and $v(x, y)$:

$$g(z) \triangleq u(x, y) + jv(x, y) \quad (A.2)$$

We denote the traditional complex derivative of $g(z)$ with respect to $z$ by $g'(z)$ and define it as the limit:

$$g'(z) \triangleq \lim_{\Delta z \to 0} \frac{g(z + \Delta z) - g(z)}{\Delta z} \quad (A.3)$$

or, more explicitly,

$$g'(z) = \lim_{\Delta z \to 0} \frac{g(x + \Delta x, y + \Delta y) - g(x, y)}{\Delta x + j\Delta y} \quad (A.4)$$

where we are writing $\Delta z = \Delta x + j\Delta y$. For $g(z)$ to be differentiable at location $z$, in which case it is also said to be holomorphic at $z$, then the above limit needs to exist regardless of the direction from which $z + \Delta z$ approaches $z$. In particular, if we set $\Delta y = 0$ and let $\Delta x \to 0$, then the above definition gives that $g'(z)$ should be equal to

$$g'(z) = \frac{\partial u(x, y)}{\partial x} + j\frac{\partial v(x, y)}{\partial x} \quad (A.5)$$

On the other hand, if we set $\Delta x = 0$ and let $\Delta y \to 0$ so that $\Delta z = j\Delta y$, then the definition gives that the same $g'(z)$ should be equal to

$$g'(z) = \frac{\partial v(x, y)}{\partial y} - j\frac{\partial u(x, y)}{\partial y} \quad (A.6)$$

Expressions (A.5) and (A.6) must coincide, which means that the real and imaginary parts of $g(z)$ should satisfy the conditions:

$$\begin{cases} \frac{\partial u(x, y)}{\partial x} = \frac{\partial v(x, y)}{\partial y} \\ \frac{\partial u(x, y)}{\partial y} = -\frac{\partial v(x, y)}{\partial x} \end{cases} \quad (A.7)$$
These are known as the *Cauchy-Riemann* conditions [5, 197]. It can be shown that these conditions are not only necessary for a complex function \( g(z) \) to be differentiable at location \( z \), but if the partial derivatives of \( u(x, y) \) and \( v(x, y) \) are continuous, then they are also sufficient.

**Example A.1 (Real-valued functions).** Consider the quadratic function \( g(z) = |z|^2 \). It is straightforward to verify that \( g(x, y) = x^2 + y^2 \) so that

\[
\begin{align*}
  u(x, y) &= x^2 + y^2, \\
  v(x, y) &= 0
\end{align*}
\]

(A.8)

Therefore, the Cauchy-Riemann conditions (A.7) are not satisfied in this case (except at the point \( x = y = 0 \)). More generally, it is straightforward to verify that any other (nonconstant) real-valued function, \( g(z) \), cannot satisfy (A.7) except possibly at some locations. It turns out though that real-valued cost functions of this form are commonplace in problems involving estimation, adaptation, and learning. Fortunately, in these applications, we are rarely interested in evaluating the traditional complex derivative of \( g(z) \). Instead, we are more interested in determining the location of the stationary points of \( g(z) \). To do so, it is sufficient to rely on a different notion of differentiation based on what is sometimes known as the Wirtinger calculus [47, 251, 264], which we describe next.

**A.2 Scalar Arguments**

We continue with the case in which \( z \in \mathbb{C} \) is a scalar and allow \( g(z) \) to be real or complex-valued so that \( g(z) \in \mathbb{C} \). We again express \( z \) in terms of its real and imaginary parts as in (A.1), and similarly express \( g(z) \) as a function of both \( x \) and \( y \), i.e., as \( g(x, y) \). The (Wirtinger) partial derivatives of \( g(z) \) with respect to the complex arguments \( z \) and \( z^* \), which we shall also refer to as the complex gradients of \( g(z) \), are defined in terms of the partial derivatives of \( g(x, y) \) with respect to the real arguments \( x \) and \( y \) as follows:

\[
\begin{align*}
  \frac{\partial g(z)}{\partial z} &\triangleq \frac{1}{2} \left\{ \frac{\partial g(x, y)}{\partial x} - j \frac{\partial g(x, y)}{\partial y} \right\} \\
  \frac{\partial g(z)}{\partial z^*} &\triangleq \frac{1}{2} \left\{ \frac{\partial g(x, y)}{\partial x} + j \frac{\partial g(x, y)}{\partial y} \right\}
\end{align*}
\]

(A.9)
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The above expressions can be grouped together in vector form as:

\[
\begin{bmatrix}
\frac{\partial g(z)}{\partial z} \\
\frac{\partial g(z)}{\partial z^*}
\end{bmatrix} = \frac{1}{2} \begin{bmatrix} 1 & -j \\ 1 & j \end{bmatrix} \begin{bmatrix}
\frac{\partial g(x, y)}{\partial x} \\
\frac{\partial g(x, y)}{\partial y}
\end{bmatrix}
\]  
(A.10)

so that, by inversion, it also holds that

\[
\begin{bmatrix}
\frac{\partial g(x, y)}{\partial x} \\
\frac{\partial g(x, y)}{\partial y}
\end{bmatrix} = \begin{bmatrix} 1 & 1 \\ j & -j \end{bmatrix} \begin{bmatrix}
\frac{\partial g(z)}{\partial z} \\
\frac{\partial g(z)}{\partial z^*}
\end{bmatrix}
\]  
(A.11)

The reason why the partial derivatives (A.9) are useful can be readily seen when \( g(z) \) is real-valued, namely, \( g(z) \in \mathbb{R} \). In that case, and by definition, a point \( z^o = x^o + jy^o \) is said to be a stationary point of \( g(z) \) if, and only if, \( (x^o, y^o) \) is a stationary point of \( g(x, y) \). The latter condition is equivalent to requiring

\[
\left. \frac{\partial g(x, y)}{\partial x} \right|_{x=x^o, y=y^o} = 0
\]  
(A.12)

and

\[
\left. \frac{\partial g(x, y)}{\partial y} \right|_{x=x^o, y=y^o} = 0
\]  
(A.13)

These two conditions combined are turn is equivalent to the following single condition in terms of the complex gradient vector:

\[
\left. \frac{\partial g(z)}{\partial z} \right|_{z=z^o} = 0
\]  
(A.14)

In this way, either of the partial derivatives defined by (A.9) enable us to locate stationary points of the real-valued function \( g(z) \). Note that we are using the superscript notation “\(^o\)”, as in \( z^o \), to refer to stationary points.

**Example A.2 (Wirtinger complex differentiation).** We illustrate the definition of the partial derivatives (A.9) by considering a few examples. We will observe from the results in these examples that (Wirtinger) complex differentiation with respect to \( z \) treats \( z^* \) as a constant and, similarly, complex differentiation with respect to \( z^* \) treats \( z \) as a constant:
(1) Let \( g(z) = z^2 \). Then, \( g(x, y) = (x^2 - y^2) + j2xy \) so that from (A.9):

\[
\frac{\partial g(z)}{\partial z} = \frac{1}{2}(4x + j4y) = 2z, \quad \frac{\partial g(z)}{\partial z^*} = 0 \tag{A.15}
\]

(2) Let \( g(z) = |z|^2 \). Then, \( g(x, y) = x^2 + y^2 \) and

\[
\frac{\partial g(z)}{\partial z} = (x - jy) = z^*, \quad \frac{\partial g(z)}{\partial z^*} = (x + jy) = z \tag{A.16}
\]

(3) Let \( g(z) = \kappa + \alpha z + \beta z^* + \gamma |z|^2 \), where \( (\kappa, \alpha, \beta, \gamma) \) are scalar constants. Then,

\[
\frac{\partial g(z)}{\partial z} = \alpha + \gamma z^*, \quad \frac{\partial g(z)}{\partial z^*} = \beta + \gamma z \tag{A.17}
\]

A.3 Vector Arguments

We consider next the case in which \( z \) is a \textit{column} vector argument, say, of size \( M \times 1 \), and whose individual entries are denoted by \( \{z_m\} \), i.e.,

\[
z = \text{col}\{z_1, z_2, \ldots, z_M\} \in \mathbb{C}^M \tag{A.18}
\]

We continue to allow \( g(z) \) to be real or complex-valued so that \( g(z) \in \mathbb{C} \). The (Wirtinger) partial derivative of \( g(z) \) with respect to \( z \) is again denoted by \( \frac{\partial g(z)}{\partial z} \) and is defined as the \textit{row} vector:

\[
\frac{\partial g(z)}{\partial z} \triangleq \begin{bmatrix} \frac{\partial g}{\partial z_1} & \frac{\partial g}{\partial z_2} & \cdots & \frac{\partial g}{\partial z_M} \end{bmatrix}, \quad \begin{cases} z \text{ is a column} \\ \frac{\partial g/\partial z}{\partial z} \text{ is a row} \end{cases} \tag{A.19}
\]

in terms of the individual (Wirtinger) partial derivatives \( \{\partial g/\partial z_m\} \).

Expression (A.19) for \( \partial g(z)/\partial z \) is also known as the \textit{Jacobian} of \( g(z) \).

We shall refer to (A.19) as the complex gradient of \( g(z) \) with respect to \( z \) and denote it more frequently by the alternative notation \( \nabla_z g(z) \), i.e.,

\[
\nabla_z g(z) \triangleq \begin{bmatrix} \frac{\partial g}{\partial z_1} & \frac{\partial g}{\partial z_2} & \cdots & \frac{\partial g}{\partial z_M} \end{bmatrix}, \quad \begin{cases} z \text{ is a column} \\ \nabla_z g(z) \text{ is a row} \end{cases} \tag{A.20}
\]
There is not a clear convention in the literature on whether the gradient vector relative to \( z \) should be defined as a row vector (as in (A.20)) or as a column vector; both choices are common and both choices are useful. We prefer to use the row convention (A.20) because it leads to differentiation results that are consistent with what we are familiar with from the rules of traditional differentiation in the real domain — see Example A.3 below. This is largely a matter of convenience.

Likewise, along with (A.20), we define the complex gradient of \( g(z) \) with respect to \( z^* \) to be the column vector:

\[
\nabla_{z^*} g(z) \equiv \left[ \frac{\partial g}{\partial z^*_1} \ \frac{\partial g}{\partial z^*_2} \ \cdots \ \frac{\partial g}{\partial z^*_M} \right] \equiv \frac{\partial g(z)}{\partial z^*}, \quad \begin{cases} z^* \text{ is a row} \\ \nabla_{z^*} g(z) \text{ is a column} \end{cases}
\]

(A.21)

Observe again the useful conclusion that when \( g(z) \) is real-valued, then a vector \( z^o = x^o + jy^o \) is a stationary point of \( g(z) \) if, and only if,

\[
\nabla_z g(z) \big|_{z=z^o} = 0
\]

(A.22)

**Example A.3 (Complex gradients).** Let us again consider a few examples:

1. Let \( g(z) = a^*z \), where \( \{a, z\} \) are column vectors. Then,

\[
\nabla_z g(z) = a^*, \quad \nabla_{z^*} g(z) = 0
\]

(A.23)

2. Let \( g(z) = \|z\|^2 = z^*z \), where \( z \) is a column vector. Then,

\[
\nabla_z g(z) = z^*, \quad \nabla_{z^*} g(z) = z
\]

(A.24)

3. Let \( g(z) = \kappa + a^*z + z^*b + z^*Cz \), where \( \kappa \) is a scalar, \( \{a, b\} \) are column vectors, and \( C \) is a matrix. Then,

\[
\nabla_z g(z) = a^* + z^*C, \quad \nabla_{z^*} g(z) = b + Cz
\]

(A.25)
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When \( z \in \mathbb{R}^M \) is real-valued and the function \( g(z) \in \mathbb{R} \) is real-valued as well, the gradient vector is still defined as the row vector:

\[
\nabla_z g(z) \Delta \begin{bmatrix}
\frac{\partial g}{\partial z_1} \\
\frac{\partial g}{\partial z_2} \\
\vdots \\
\frac{\partial g}{\partial z_M}
\end{bmatrix}, \quad \begin{cases}
  z \text{ is a column} \\
  \nabla_z g(z) \text{ is a row}
\end{cases}
\tag{A.26}
\]

in terms of the traditional partial derivatives of \( g(z) \) with respect to the real scalar arguments \( \{z_m\} \). Likewise, and in a manner that is consistent with (A.21), we define the gradient vector of \( g(z) \) with respect to \( z^T \) to be the following column vector:

\[
\nabla_{z^T} g(z) \Delta \begin{bmatrix}
\frac{\partial g}{\partial z_1} \\
\frac{\partial g}{\partial z_2} \\
\vdots \\
\frac{\partial g}{\partial z_M}
\end{bmatrix}, \quad \begin{cases}
  z^T \text{ is a row} \\
  \nabla_{z^T} g(z) \text{ is a column}
\end{cases}
\tag{A.27}
\]

In particular, note the useful relation

\[
\nabla_{z^T} g(z) = [\nabla_z g(z)]^T
\tag{A.28}
\]

This relation holds for both cases when \( z \) itself is real-valued or complex-valued.

**Example A.4 (Quadratic cost functions I).** Consider the quadratic function

\[
g(z) = \kappa + a^T z + z^T b + z^T C z
\tag{A.29}
\]

where \( \kappa \) is a scalar, \( \{a, b\} \) are column vectors of dimension \( M \times 1 \) each, and \( C \) is an \( M \times M \) symmetric matrix (all of them are real-valued in this case). Then, it can be easily verified that

\[
\nabla_z g(z) = a^T + b^T + 2z^T C
\tag{A.30}
\]

The reason for the additional factor of two in the rightmost term can be justified by carrying out the calculation of the gradient vector explicitly. Indeed, if we denote the individual entries of \( \{a, b, z, C\} \) by \( \{a_m, b_m, z_m, C_{mn}\} \), then

\[
g(z) = \kappa + \sum_{m=1}^M (a_m + b_m) z_m + \sum_{m=1}^M \sum_{n=1}^M z_m C_{mn} z_n
\tag{A.31}
\]
so that
\[
\frac{\partial g(z)}{\partial z_m} = (a_m + b_m) + 2C_{mm}z_m + \sum_{n \neq m} (C_{mn} + C_{nm})z_n
\]

\[
= (a_m + b_m) + 2 \sum_{n=1}^{M} C_{nm}z_n
\]

where we used the fact that \(C\) is symmetric and, hence, \(C_{mn} = C_{nm}\). Collecting all the partial derivatives into the gradient vector defined by (A.26) we arrive at (A.30).

Observe that while in the complex case, the arguments \(z\) and \(z^*\) are treated independently of each other during differentiation, this is not the case for the arguments \(z\) and \(z^T\) in the real case. In particular, since we can express the inner product \(z^T b\) as \(b^T z\), then the derivative of \(z^T b\) with respect to \(z\) is equal to the derivative of \(b^T z\) with respect to \(z\) (which explains the appearance of the term \(b^T\) in (A.30)).

Example A.5 (Quadratic cost functions II). Consider the same quadratic function (A.29) with the only difference being that \(C\) is now arbitrary and not necessarily symmetric. Then, the same argument from Example A.4 will show that:

\[
\nabla_z g(z) = a^T + b^T + z^T(C + C^T)
\]

where \(2C\) in (A.30) is replaced by \(C + C^T\).
Complex Hessian Matrices

Hessian matrices involve second-order partial derivatives, which we shall assume to be continuous functions of their arguments whenever necessary. Some effort is needed to define Hessian matrices for functions of complex variables. For this reason, we consider first the case of real arguments to help motivate the extension to complex arguments. In this appendix we only consider real-valued functions \( g(z) \in \mathbb{R} \), which corresponds to the situation of most interest to us since utility or cost functions in adaptation and learning are generally real-valued.

B.1 Hessian Matrices for Real Arguments

We continue to denote the individual entries of the column vector \( z \in \mathbb{R}^M \) by \( z = \text{col}(z_1, z_2, \ldots, z_M) \). The Hessian matrix of \( g(z) \in \mathbb{R} \) is an \( M \times M \) symmetric matrix function of \( z \), denoted by \( H(z) \), and whose \((m, n)\)-th entry is constructed as follows:

\[
[H(z)]_{m,n} \triangleq \frac{\partial^2 g(z)}{\partial z_m \partial z_n} = \frac{\partial}{\partial z_m} \left[ \frac{\partial g(z)}{\partial z_n} \right] = \frac{\partial}{\partial z_n} \left[ \frac{\partial g(z)}{\partial z_m} \right]
\]  

(B.1)
in terms of the partial derivatives of \( g(z) \) with respect to the real scalar arguments \( \{z_m, z_n\} \). For example, for a two-dimensional argument \( z \)
(i.e., \( M = 2 \)), the four entries of the \( 2 \times 2 \) Hessian matrix would be given by:

\[
H(z) = \begin{bmatrix}
\frac{\partial^2 g(z)}{\partial z_1^2} & \frac{\partial^2 g(z)}{\partial z_1 \partial z_2} \\
\frac{\partial^2 g(z)}{\partial z_2 \partial z_1} & \frac{\partial^2 g(z)}{\partial z_2^2}
\end{bmatrix}
\] (B.2)

It is straightforward to recognize that the Hessian matrix \( H(z) \) defined by (B.1) can be obtained as the result of two successive gradient vector calculations with respect to \( z \) and \( z^T \) in the following manner (where the order of the differentiation does not matter):

\[
H(z) \triangleq \nabla_{z^T} [\nabla_z g(z)] = \nabla_z [\nabla_{z^T} g(z)] \quad (M \times M) \quad (B.3)
\]

For instance, using the first expression, the gradient operation \( \nabla_z g(z) \) generates a \( 1 \times M \) (row) vector function and the subsequent differentiation with respect to \( z^T \) leads to the \( M \times M \) Hessian matrix, \( H(z) \).

It is clear from (B.3) that the Hessian matrix is indeed symmetric so that

\[
H(z) = H^T(z) \quad (B.4)
\]

A useful property of Hessian matrices is that they help characterize the nature of stationary points of functions \( g(z) \) that are twice continuously differentiable. Specifically, if \( z^o \) is a stationary point of \( g(z) \) (i.e., a point where \( \nabla_z g(z) = 0 \)), then the following facts hold (see, e.g., [36, 93]):

(a) \( z^o \) is a local minimum of \( g(z) \) if \( H(z^o) > 0 \), i.e., if all eigenvalues of \( H(z^o) \) are positive.

(b) \( z^o \) is a local maximum of \( g(z) \) if \( H(z^o) < 0 \), i.e., if all eigenvalues of \( H(z^o) \) are negative.

**Example B.1 (Quadratic cost functions).** Consider the quadratic function

\[
g(z) = \kappa + a^T z + z^T b + z^T C z
\] (B.5)

where \( \kappa \) is a scalar, \( \{ a, b \} \) are column vectors of dimension \( M \times 1 \) each, and \( C \) is an \( M \times M \) symmetric matrix (all of them are real-valued in this case).
We know from (A.22) and (A.30) that any stationary point, \( z^o \), of \( g(z) \) should satisfy the linear system of equations

\[
Cz^o = \frac{1}{2}(a + b)
\]

(B.6)

It follows that \( z^o \) is unique if, and only if, \( C \) is nonsingular. Moreover, in this case, the Hessian matrix is given by

\[
H = 2C
\]

(B.7)

which is independent of \( z \). It follows that the quadratic function \( g(z) \) will have a unique global minimum if, and only if, \( C > 0 \).

\section*{B.2 Hessian Matrices for Complex Arguments}

We now extend the definition of Hessian matrices to functions \( g(z) \in \mathbb{R} \) that are still real-valued but their argument, \( z \in \mathbb{C}^M \), is complex-valued. This case is of great interest in adaptation, learning, and estimation problems since cost functions are generally real-valued while their arguments can be complex-valued. The Hessian matrix of \( g(z) \) can now be defined in two equivalent forms by working either with the complex variables \( \{z, z^*\} \) directly or with the real and imaginary parts \( \{x, y\} \) of \( z \). In contrast to the case of real arguments studied above in (B.3), where the Hessian matrix had dimensions \( M \times M \), the Hessian matrix for complex arguments will be twice as large and will have dimensions \( 2M \times 2M \) for the reasons explained below.

We start by expressing each entry \( z_m \) of \( z \) in terms of its real and imaginary components as

\[
z_m = x_m + jy_m, \quad m = 1, 2, \ldots, M
\]

(B.8)

We subsequently collect the real and imaginary factors \( \{x_m\} \) and \( \{y_m\} \) into two real vectors:

\[
x \triangleq \text{col}\{x_1, x_2, \ldots, x_M\}
\]

(B.9)

\[
y \triangleq \text{col}\{y_1, y_2, \ldots, y_M\}
\]

(B.10)

so that

\[
z = x + jy
\]

(B.11)
Then, we can equivalently express \( g(z) \) as a function of \( 2M \) real variables as \( g(z) = g(x, y) \). We now proceed to define the Hessian matrix of \( g(z) \) in two equivalent ways by working with either the complex variables \( \{z, z^*\} \) or the real variables \( \{x, y\} \). We consider the latter case first since we can then call upon the earlier definition (B.3) for real arguments.

### B.2.1 First Possibility: Real Hessian Matrix

Since \( g(x, y) \in \mathbb{R} \) is a function of the real arguments \( \{x, y\} \), we can invoke definition (B.3) to associate with \( g(x, y) \) a real Hessian matrix \( H(x, y) \); its dimensions will be \( 2M \times 2M \). This Hessian matrix will involve second-order partial derivatives relative to \( x \) and \( y \). For example, when \( z = x + jy \) is a scalar, then \( H(x, y) \) will be \( 2 \times 2 \) and given by:

\[
H(x, y) = \begin{bmatrix}
\frac{\partial^2 g(x, y)}{\partial x^2} & \frac{\partial^2 g(x, y)}{\partial x \partial y} \\
\frac{\partial^2 g(x, y)}{\partial y \partial x} & \frac{\partial^2 g(x, y)}{\partial y^2}
\end{bmatrix}, \quad z = x + jy \quad \text{(B.12)}
\]

Likewise, when \( z \) is two-dimensional (i.e., \( M = 2 \)) with entries \( z_1 = x_1 + jy_1 \) and \( z_2 = x_2 + jy_2 \), then the Hessian matrix of \( g(z) \) will be \( 4 \times 4 \) and given by:

\[
H(x, y) = \begin{bmatrix}
\frac{\partial^2 g(z)}{\partial x_1^2} & \frac{\partial^2 g(z)}{\partial x_1 \partial x_2} & \frac{\partial^2 g(z)}{\partial x_1 \partial y_1} & \frac{\partial^2 g(z)}{\partial x_1 \partial y_2} \\
\frac{\partial^2 g(z)}{\partial x_1 \partial x_2} & \frac{\partial^2 g(z)}{\partial x_2^2} & \frac{\partial^2 g(z)}{\partial x_2 \partial y_1} & \frac{\partial^2 g(z)}{\partial x_2 \partial y_2} \\
\frac{\partial^2 g(z)}{\partial y_1 \partial x_1} & \frac{\partial^2 g(z)}{\partial y_1 \partial x_2} & \frac{\partial^2 g(z)}{\partial y_1 \partial y_1} & \frac{\partial^2 g(z)}{\partial y_1 \partial y_2} \\
\frac{\partial^2 g(z)}{\partial y_2 \partial x_1} & \frac{\partial^2 g(z)}{\partial y_2 \partial x_2} & \frac{\partial^2 g(z)}{\partial y_2 \partial y_1} & \frac{\partial^2 g(z)}{\partial y_2 \partial y_2}
\end{bmatrix} \quad \text{(B.13)}
\]
More generally, for arguments $z = x + jy$ of arbitrary dimensions $M \times 1$, the real Hessian matrix of $g(z)$ can be expressed in partitioned form in terms of 4 sub-matrices of size $M \times M$ each:

\[
H(x,y) = \begin{bmatrix}
\nabla_x \nabla_x g(x,y) & \nabla_x \nabla_y g(x,y) \\
\nabla_y \nabla_x g(x,y) & \nabla_y \nabla_y g(x,y)
\end{bmatrix}
\]

\[
\Delta = \begin{bmatrix}
H_{x\!x} & (H_{y\!y}^T)^T \\
H_{y\!x} & H_{y\!y}
\end{bmatrix}
\]  

(B.14)

where we introduced the compact notation $\{H_{x\!x}, H_{y\!y}, H_{y\!x}\}$ to denote the following second-order differentiation operations relative to the variables $x$ and $y$:

\[
\left\{ \begin{array}{l}
H_{x\!x} \triangleq \nabla_x \nabla_x g(x,y) \\
H_{y\!y} \triangleq \nabla_y \nabla_y g(x,y) \\
H_{y\!x} \triangleq \nabla_y \nabla_x g(x,y)
\end{array} \right. 
\]  

(B.15)

We can express result (B.14) more compactly by working with the $2M \times 1$ extended vector $v$ that is obtained by stacking $x$ and $y$ into a single vector:

\[
v \triangleq \text{col}\{x,y\}
\]  

(B.16)

Then, the function $g(z)$ can also be regarded as a function of $v$, namely, $g(v)$. It is straightforward to verify that the same Hessian matrix $H(x,y)$ given by (B.14) can be expressed in terms of differentiation of $g(v)$ with respect to $v$ as follows (compare with (B.3)):

\[
H(v) \triangleq \nabla_v [\nabla_v g(v)] = \nabla_v [\nabla_v^T g(v)] = H(x,y) \quad (2M \times 2M)
\]  

(B.17)

We shall use the alternative representation $H(v)$ more frequently than $H(x,y)$ and refer to it as the real Hessian matrix. It is clear from expressions (B.14) or (B.17) that the Hessian matrix so defined is symmetric so that

\[
H(v) = H^T(v)
\]  

(B.18)
B.2. Hessian Matrices for Complex Arguments

Again, a useful property of the Hessian matrix is that it can be used to characterize the nature of stationary points of functions \( g(z) \) that are twice continuously differentiable. Specifically, if \( z^o = x^o + jy^o \) is a stationary point of \( g(z) \) (i.e., a point where \( \nabla_z g(z) = 0 \)), then the following facts hold for \( v^o = \text{col}\{x^o, y^o\} \):

(a) \( z^o \) is a local minimum of \( g(z) \) if \( H(v^o) > 0 \), i.e., all eigenvalues of \( H(v^o) \) are positive.

(b) \( z^o \) is a local maximum of \( g(z) \) if \( H(v^o) < 0 \), i.e., all eigenvalues of \( H(v^o) \) are negative.

B.2.2 Second Possibility: Complex Hessian Matrix

Besides \( H(v) \), we can associate a second Hessian matrix representation with \( g(z) \) by working directly with the complex variables \( z \) and \( z^* \) rather than their real and imaginary parts, \( x \) and \( y \) (or \( v \)). We refer to this second representation as the complex Hessian matrix and we denote it by \( H_c(z) \), with the subscript “c” used to distinguish it from the real Hessian matrix, \( H(v) \), defined by (B.17). The complex Hessian, \( H_c(z) \), is still \( 2M \times 2M \) and its four block partitions are now defined in terms of (Wirtinger) complex gradient operations relative to the variables \( z \) and \( z^* \) as follows (compare with (B.14)):

\[
H_c(z) \equiv \begin{bmatrix}
H_{z^*z} & (H_{z^*z})^*
\end{bmatrix}
H_{z^*z} & (H_{z^*z})^T
\end{bmatrix} \quad (2M \times 2M) \quad (B.19)
\]

where the \( M \times M \) block matrices \( \{H_{z^*z}, H_{z^*z}^T\} \) correspond to the operations:

\[
\begin{align*}
H_{z^*z} & \triangleq \nabla z^*[\nabla_z g(z)] \\
H_{z^*z}^T & \triangleq \nabla z^T[\nabla_z g(z)]
\end{align*}
\quad (B.20)
\]

It is clear from definition (B.19) that the complex Hessian matrix is now Hermitian so that

\[
H_c(z) = [H_c(z)]^* \quad (B.21)
\]
Complex Hessian Matrices

For example, for the same case (B.12) when \( z \) is a scalar, definition (B.19) leads to:

\[
H_c(z) = \begin{bmatrix}
\frac{\partial^2 g(z)}{\partial z^* \partial z} & \frac{\partial^2 g(z)}{\partial z} \\
\frac{\partial^2 g(z)}{\partial z^2} & \frac{\partial^2 g(z)}{\partial z \partial z^*}
\end{bmatrix}
\] (B.22)

Likewise, for the two-dimensional case (B.13), the complex Hessian matrix is given by:

\[
H_c(z) = \begin{bmatrix}
\frac{\partial^2 g(z)}{\partial z_1^* \partial z_1} & \frac{\partial^2 g(z)}{\partial z_1^* \partial z_2} & \frac{\partial^2 g(z)}{\partial z_2^* \partial z_1} & \frac{\partial^2 g(z)}{\partial z_2^* \partial z_2} \\
\frac{\partial^2 g(z)}{\partial z_1 \partial z_1} & \frac{\partial^2 g(z)}{\partial z_1 \partial z_2} & \frac{\partial^2 g(z)}{\partial z_2 \partial z_1} & \frac{\partial^2 g(z)}{\partial z_2 \partial z_2} \\
\frac{\partial^2 g(z)}{\partial z_2^* \partial z_1} & \frac{\partial^2 g(z)}{\partial z_2^* \partial z_2} & \frac{\partial^2 g(z)}{\partial z_1^* \partial z_1} & \frac{\partial^2 g(z)}{\partial z_1 \partial z_2} \\
\frac{\partial^2 g(z)}{\partial z_2 \partial z_1} & \frac{\partial^2 g(z)}{\partial z_2 \partial z_2} & \frac{\partial^2 g(z)}{\partial z_1 \partial z_1} & \frac{\partial^2 g(z)}{\partial z_1 \partial z_2}
\end{bmatrix}
\] (B.23)

Observe further that if we introduce the \( 2M \times 1 \) extended vector:

\[
u \overset{\Delta}{=} \text{col} \left\{ z, (z^*)^T \right\}
\] (B.24)

then we can express \( H_c(z) \) in the following equivalent form in terms of the variable \( u \) (compare with (B.17)):

\[
H_c(u) \overset{\Delta}{=} \nabla_{u^*} [\nabla_u g(u)] = \nabla_u [\nabla_{u^*} g(u)] = H_c(z) \quad (2M \times 2M)
\] (B.25)

**B.2.3 Relation Between Both Representations**

The two Hessian forms, \( H(v) \) and \( H_c(u) \), defined by (B.17) and (B.25) are closely related to each other. Indeed, using (A.10), it can be verified that [218, 251]:

\[
\begin{bmatrix}
H_c(u) \\
H(v)
\end{bmatrix} = \begin{bmatrix}
\frac{1}{2} DH(v) D^* \\
D^* H_c(u) D
\end{bmatrix}
\] (B.26)
where $D$ is the following $2M \times 2M$ block matrix:

$$D \triangleq \begin{bmatrix} I_M & jI_M \\ I_M & -jI_M \end{bmatrix}$$

where $I_M$ denotes the identity matrix of size $M$. It is straightforward to verify that

$$DD^* = 2I_{2M}$$

so that $D$ is almost unitary (apart from scaling by $1/\sqrt{2}$).

It follows from (B.26) and (B.28) that the matrices $H_c(u)$ and $\frac{1}{2}H(v)$ are similar to each other and, hence, the eigenvalues of $H_c(u)$ coincide with the eigenvalues of $\frac{1}{2}H(v)$ [104, 113]. We conclude that the complex Hessian matrix, $H_c(u)$, can also be used to characterize the nature of stationary points of $g(z)$, just like it was the case with the real Hessian matrix, $H(v)$. Specifically, if $z^o = x^o + jy^o$ is a stationary point of $g(z)$ (i.e., a point where $\nabla_z g(z) = 0$), then the following facts hold:

(a) $z^o$ is a local minimum of $g(z)$ if $H_c(u^o) > 0$, i.e., all eigenvalues of $H_c(u^o)$ are positive.

(b) $z^o$ is a local maximum of $g(z)$ if $H_c(u^o) < 0$, i.e., all eigenvalues of $H_c(u^o)$ are negative.

where $u^o = \text{col}\left\{z^o, (z^o)^*\right\}$.

For ease of reference, Table B.1 summarizes the various definitions of Hessian matrices for real-valued functions $g(z) \in \mathbb{R}$ for both cases when $z$ is real or complex-valued. In the latter case, there are two equivalent representations for the Hessian matrix: one representation is in terms of the real components $\{x, y\}$ and the second representation is in terms of the complex components $\{z, z^*\}$. The Hessian matrix has dimensions $M \times M$ when $z$ is real and $2M \times 2M$ when $z$ is complex. It is customary to use the compact notation $\nabla_z^2 g(z)$ to refer to the Hessian matrix whether $z$ is real or complex and by that notation we mean the following:

$$\nabla_z^2 g(z) \triangleq \begin{cases} \nabla_z^T[\nabla_z g(\bar{z})], & \text{when } z \text{ is real } (M \times M) \\
\nabla_{u^*}[\nabla_u g(u)], & \text{when } z \text{ is complex } (2M \times 2M) \end{cases}$$

(B.29)
Table B.1: Definition of Hessian matrices for real-valued functions $g(z) \in \mathbb{R}$ for both cases when $z$ is real-valued or complex-valued.

<table>
<thead>
<tr>
<th>Hessian matrix variables dimensions</th>
<th>Hessian matrix</th>
<th>variables</th>
<th>dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z$ real</td>
<td>$H(z) = \nabla_z^T [\nabla_z g(z)]$</td>
<td>$M \times M$</td>
<td></td>
</tr>
<tr>
<td>$H(v) = \nabla_v^T [\nabla_v g(v)]$</td>
<td>$v = \begin{bmatrix} x \ y \end{bmatrix}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$z$ complex</td>
<td>$H_c(u) = \nabla_u^* [\nabla_u g(u)]$</td>
<td>$2M \times 2M$</td>
<td></td>
</tr>
<tr>
<td>$z = x + jy$</td>
<td>$u = \begin{bmatrix} z \ (z^*)^T \end{bmatrix}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Example B.2** (Hessian matrix calculations). Let us illustrate the above definitions by considering a couple of examples.

1. Let $g(z) = |z|^2 = x^2 + y^2$, where $z$ is a scalar. Then,

   \[ H(v) = \begin{bmatrix} 2 & 0 \\ 0 & 2 \end{bmatrix} \equiv H, \quad H_c(u) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \equiv H_c \]  
   \[ (B.30) \]

   In this case, the Hessian matrices turn out to be constant and independent of $v$ and $u$.

2. Consider now

   \[ g(z) = |z_1|^2 + 2\text{Re}(z_1^*z_2) = x_1^2 + y_1^2 + 2x_1x_2 + 2y_1y_2 \]  
   \[ (B.31) \]

   where $z = \text{col}\{z_1, z_2\}$ is $2 \times 1$. Then, the Hessian matrices are again independent of $v$ and $u$:

   \[ H(v) = \begin{bmatrix} 2 & 0 & 0 & 0 \\ 0 & 2 & 0 & 0 \\ 0 & 0 & 2 & 2 \\ 0 & 0 & 2 & 0 \end{bmatrix} \equiv H, \quad H_c(u) = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix} \equiv H_c \]  
   \[ (B.32) \]

3. Consider the real-valued quadratic function:

   \[ g(z) = \kappa + a^* z + z^* a + z^* C z \]  
   \[ (B.33) \]
where \( \kappa \) is a real scalar, \( a \) is a column vector, and \( C \) is a Hermitian matrix. Then,

\[
H_{zz} = \nabla_{z^*} [\nabla_z g(z)] = C \tag{B.34}
\]

\[
H_{z^*z} = \nabla_{z^*} [\nabla_z g(z)] = 0 \tag{B.35}
\]

so that

\[
H_c(u) = \begin{bmatrix} C & 0 \\ 0 & C^T \end{bmatrix} \equiv H_c \tag{B.36}
\]

\[
H(v) = \begin{bmatrix} C + C^T & j(C - C^T) \\ j(C^T - C) & C + C^T \end{bmatrix} \equiv H \tag{B.37}
\]

It follows from the expression for \( H_c(u) \) that it is sufficient to examine the inertia of \( C \) to determine the nature of the stationary point(s) of \( g(z) \).

**Example B.3** (Block diagonal Hessian matrix). Observe from definition (B.19) that the complex Hessian matrix becomes *block diagonal* whenever \( H_{zz^*} = 0 \) in which case

\[
H_c(z) = \begin{bmatrix} H_{zz^*} & 0 \\ 0 & (H_{zz^*})^T \end{bmatrix} \quad (2M \times 2M) \tag{B.38}
\]

For example, as shown in the calculation leading to (B.36), block diagonal Hessian matrices, \( H_c(z) \) or \( H_c(u) \), arise when \( g(z) \) is quadratic in \( z \). Such quadratic functions are common in design problems involving mean-square-error criteria in adaptation and learning — see, e.g., expression (2.63) in the body of the text.
C
Convex Functions

Let \( g(z) \in \mathbb{R} \) denote a real-valued function of a possibly vector argument, \( z \in \mathbb{C}^M \). It is sufficient for our purposes to assume that \( g(z) \) is differentiable whenever necessary (although we shall also comment on the situation in which \( g(z) \) may not be differentiable at some points).

By differentiability here we mean that the (Wirtinger) complex gradient vector, \( \nabla_z g(z) \), and the Hessian matrix, \( \nabla^2_z g(z) \), both exist in the manner defined in Appendices A and B. In particular, if we express \( z \) in terms of its real and imaginary arguments, \( z = x + jy \), then we are assuming that the following partial derivatives exist whenever necessary:

\[
\frac{\partial g(x, y)}{\partial x_m}, \quad \frac{\partial g(x, y)}{\partial y_n}, \quad \frac{\partial^2 g(x, y)}{\partial x_m^2}, \quad \frac{\partial^2 g(x, y)}{\partial y_n}, \quad \frac{\partial^2 g(x, y)}{\partial x_m \partial y_n}
\]  

(C.1)

for \( n, m = 1, 2, \ldots, M \), and where \( \{x_m, y_n\} \) denote the individual entries of the vectors \( x, y \in \mathbb{R}^M \).

In the sequel, we define convexity for both cases when \( z \in \mathbb{R}^M \) is real-valued and when \( z \in \mathbb{C}^M \) is complex-valued. We start with the former case of real \( z \), which is the situation most commonly studied.
in the literature [29, 45, 177, 190]. Subsequently, we explain how the
definitions and results extend to functions of complex arguments, \( z \);
these extensions are necessary to deal with situations that arise in the
context of adaptation and learning in signal processing and communi-
cations problems.

\section*{C.1 Convexity in the Real Domain}

We assume initially that the argument \( z \in \mathbb{R}^M \) is real-valued where,
as already stated earlier, the function \( g(z) \in \mathbb{R} \) is also real-valued. We
discuss three forms of convexity: the standard definition of convexity
followed by strict convexity and then strong convexity.

\subsection*{C.1.1 Convex Sets}

We first introduce the notion of convex sets. A set \( S \subset \mathbb{R}^M \) is said to
be convex if for any pair of points \( z_1, z_2 \in S \), all points that lie on the
line segment connecting \( z_1 \) and \( z_2 \) also belong to \( S \). Specifically,

\[ \forall z_1, z_2 \in S \text{ and } 0 \leq \alpha \leq 1 \implies \alpha z_1 + (1 - \alpha) z_2 \in S. \quad (C.2) \]

Figure C.1 illustrates this definition by showing two convex sets and
one non-convex set. In the latter case, a segment is drawn between
two points inside the set and it is seen that some of the points on the
segment lie outside the set.

\subsection*{C.1.2 Convexity}

The function \( g(z) \) is said to be convex if its domain, written as \( \text{dom}(g) \),
is a convex set and if for any points \( z_1, z_2 \in \text{dom}(g) \) and for any \( 0 \leq \alpha \leq 1 \), it holds that

\[ g(\alpha z_1 + (1 - \alpha) z_2) \leq \alpha g(z_1) + (1 - \alpha) g(z_2) \quad (C.3) \]

In other words, all points belonging to the line segment connecting
\( g(z_1) \) to \( g(z_2) \) lie on or above the graph of \( g(z) \) — see the plot on the
left side of Figure C.2. An equivalent characterization of convexity is
that for any $z_o$ and $z$:

$$g(z) \geq g(z_o) + [\nabla_z g(z_o)] (z - z_o) \quad (C.4)$$

in terms of the inner product between the gradient vector at $z_o$ and the vector difference $(z - z_o)$. This condition means that the tangent plane at $z_o$ lies beneath the graph of the function — see the plot on the right side of Figure C.2.

A useful property of every convex function is that, when a minimum exists, it can only be a global minimum; there can be multiple global minima but no local minima. That is, any stationary point at which the gradient vector of $g(z)$ is annihilated can only correspond to a global minimum of the function; the function cannot have local maxima, minima, or saddle points. A second useful property of convex functions, and which follows from (C.4), is that for any $z_1$ and $z_2$:

$$g(z) \text{ convex} \implies [\nabla_z g(z_2) - \nabla_z g(z_1)] (z_2 - z_1) \geq 0 \quad (C.5)$$

in terms of the inner product between two differences: the difference in the gradient vectors and the difference in the vectors themselves. The above result means that these difference vectors are aligned (i.e., have a nonnegative inner product). Result (C.5) follows by using (C.4) to
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Figure C.2: Two equivalent characterizations of convexity for differentiable functions $g(z)$ as defined by (C.3) and (C.4).

write

\begin{align*}
g(z_2) & \geq g(z_1) + \left[ \nabla_z g(z_1) \right] (z_2 - z_1) \quad \text{(C.6)} \\
g(z_1) & \geq g(z_2) + \left[ \nabla_z g(z_2) \right] (z_1 - z_2) \quad \text{(C.7)}
\end{align*}

so that upon substitution of the second inequality into the right-hand side of the first inequality we obtain

\begin{equation}
g(z_2) \geq g(z_2) + \left[ \nabla_z g(z_2) \right] (z_1 - z_2) + \left[ \nabla_z g(z_1) \right] (z_2 - z_1) \quad \text{(C.8)}
\end{equation}

from which we obtain (C.5).

Example C.1 (Convexity and sub-gradients). Property (C.4) is stated in terms of the gradient vector of $g(z)$ evaluated at location $z_o$. This gradient vector exists because we assumed the function $g(z)$ to be differentiable. There exist, however, cases where the function $g(z)$ need not be differentiable at all points. For example, for scalar arguments $z$, the function $g(z) = |z|$ is convex but is not differentiable at $z = 0$. For such non-differentiable convex functions, the characterization (C.4) can be replaced by the statement that the function $g(z)$ is convex if, and only if, for every $z_o$, a row vector $y \in \partial g(z_o)$ can be found such that

\begin{equation}
g(z) \geq g(z_o) + y(z - z_o) \quad \text{(C.9)}
\end{equation}
in terms of the inner product between \( y \) and the vector difference \( (z - z_o) \).

The vector \( y \) is called a sub-gradient and the notation \( \partial g(z_o) \) denotes the set of all possible sub-gradients, also called the sub-differential of \( g(z) \) at \( z = z_o \); this situation is illustrated in Figure C.3. When \( g(z) \) is differentiable at \( z_o \), then there is a unique sub-gradient vector and it coincides with \( \nabla_z g(z_o) \). In that case, statement (C.9) reduces to (C.4). We continue our presentation by focusing on differentiable functions \( g(z) \).

![Figure C.3: A non-differentiable convex function with a multitude of sub-gradient directions at the point of non-differentiability.](image)

**Example C.2 (Some useful operations that preserve convexity).** It is straightforward to verify from the definition (C.3) that the following operations preserve convexity:

1. If \( g(z) \) is convex then \( h(z) = g(Az + b) \) is also convex for any constant matrix \( A \) and vector \( b \). That is, affine transformations of \( z \) do not destroy convexity.

2. If \( g_1(z) \) and \( g_2(z) \) are convex functions, then \( h(z) = \max\{g_1(z), g_2(z)\} \) is convex. That is, pointwise maximization does not destroy convexity.
C.1. Convexity in the Real Domain

(3) If \(g_1(z)\) and \(g_2(z)\) are convex functions, then \(h(z) = a_1g_1(z) + a_2g_2(z)\) is also convex for any nonnegative coefficients \(a_1\) and \(a_2\).

\[\]  

C.1.3 Strict Convexity

The function \(g(z)\) is said to be strictly convex if the inequalities in (C.3) or (C.4) are replaced by strict inequalities. More specifically, for any \(z_1 \neq z_2\) and \(0 < \alpha < 1\), a strictly convex function should satisfy:

\[g(\alpha z_1 + (1-\alpha)z_2) < \alpha g(z_1) + (1-\alpha)g(z_2)\]  \hspace{1cm} (C.10)

A useful property of every strictly convex function is that, when a minimum exists, then it is both unique and also the global minimum of the function. A second useful property replaces (C.5) by the following statement with a strict inequality for any \(z_1 \neq z_2\):

\[g(z)\] strictly convex \(\implies\) \([\nabla_z g(z_2) - \nabla_z g(z_1)](z_2 - z_1) > 0\]  \hspace{1cm} (C.11)

C.1.4 Strong Convexity

The function \(g(z)\) is said to be strongly convex (or, more specifically, \(\nu\)–strongly convex) if it satisfies the following stronger condition for any \(0 \leq \alpha \leq 1\):

\[g(\alpha z_1 + (1-\alpha)z_2) \leq \alpha g(z_1) + (1-\alpha)g(z_2) - \frac{\nu}{2}\alpha(1-\alpha)\|z_1 - z_2\|^2\]  \hspace{1cm} (C.12)

for some scalar \(\nu > 0\), and where the notation \(\| \cdot \|\) denotes the Euclidean norm of its vector argument; although strong convexity can also be defined relative to other vector norms, the Euclidean norm is sufficient for our purposes. Comparing (C.12) with (C.10) we conclude that strong convexity implies strict convexity. Therefore, every strongly convex function has a unique global minimum as well. Nevertheless, strong convexity is a stronger condition than strict convexity so that functions exist that are strictly convex but not necessarily strongly convex. For example, for scalar arguments \(z\), the function \(g(z) = z^4\) is strictly convex but not strongly convex. On the other hand, the function \(g(z) = z^2\) is strongly convex — see Figure C.4. In summary, it holds that:

\[\text{strong convexity} \implies \text{strict convexity} \implies \text{convexity}\]  \hspace{1cm} (C.13)
A useful property of strongly convex functions is that they grow faster than a linear function in $z$ since an equivalent characterization of strong convexity is that for any $z_o$ and $z$:

$$g(z) \geq g(z_o) + [\nabla_z g(z_o)] (z - z_o) + \frac{\nu}{2} \|z - z_o\|^2$$ \hspace{1cm} (C.14)

This means that the graph of $g(z)$ is strictly above the tangent plane at location $z_o$ and moreover, for any $z$, the distance between the graph and the corresponding point on the tangent plane is at least as large as the quadratic term $\frac{\nu}{2} \|z - z_o\|^2$. In particular, if we specialize (C.14) to the case in which $z_o$ is selected to correspond to the global minimizer of $g(z)$, i.e., as

$$z_o = z^\circ, \quad \text{where} \quad \nabla_z g(z^\circ) = 0$$ \hspace{1cm} (C.15)

then we conclude that every strongly convex function satisfies the following useful property for every $z$:

$$g(z) - g(z^\circ) \geq \frac{\nu}{2} \|z - z^\circ\|^2, \quad (z^\circ \text{ is global minimizer})$$ \hspace{1cm} (C.16)

This property is illustrated in Figure C.5. Another useful property that
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follows from (C.14) is that for any \( z_1, z_2 \):

\[
g(z) \text{ strongly convex } \implies [\nabla_z g(z_2) - \nabla_z g(z_1)] (z_2 - z_1) \geq \nu \|z_2 - z_1\|^2
\]

This fact, along with the earlier conclusions (C.5) and (C.11) are important properties of convex functions. We summarize them in Table C.1 for ease of reference.

<table>
<thead>
<tr>
<th>Table C.1: Useful properties implied by the convexity, strict convexity, or strong convexity of a real-valued function ( g(z) \in \mathbb{R} ) of a real argument ( z \in \mathbb{R}^M ).</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g(z) ) convex ( \implies ) [( \nabla_z g(z_2) - \nabla_z g(z_1) )] (( z_2 - z_1 )) ( \geq 0 )</td>
</tr>
<tr>
<td>( g(z) ) strictly convex ( \implies ) [( \nabla_z g(z_2) - \nabla_z g(z_1) )] (( z_2 - z_1 )) ( &gt; 0 )</td>
</tr>
<tr>
<td>( g(z) ) ( \nu )-strongly convex ( \implies ) [( \nabla_z g(z_2) - \nabla_z g(z_1) )] (( z_2 - z_1 )) ( \geq \nu |z_2 - z_1|^2 )</td>
</tr>
</tbody>
</table>

C.1.5 Hessian Matrix Conditions

We indicated earlier that it is sufficient for our treatment to assume that the real-valued function \( g(z) \) is differentiable whenever necessary. In particular, when it is twice continuously differentiable, then the properties of convexity, strict convexity, and strong convexity can be inferred from the Hessian matrix of \( g(z) \) as follows (see, e.g., [177, 190]):

\[
\begin{align*}
(\text{a}) & \quad \nabla_z^2 g(z) \geq 0 \text{ for all } z \quad \iff \quad g(z) \text{ is convex.} \\
(\text{b}) & \quad \nabla_z^2 g(z) > 0 \text{ for all } z \quad \implies \quad g(z) \text{ is strictly convex.} \\
(\text{c}) & \quad \nabla_z^2 g(z) \geq \nu I_M > 0 \text{ for all } z \quad \iff \quad g(z) \text{ is } \nu \text{-strongly convex.}
\end{align*}
\]

Since \( g(z) \) is real-valued and \( z \) is also real-valued in this section, then the Hessian matrix in this case is \( M \times M \) and given by the expression shown in the first row of Table B.1 and by equation (B.29), namely,

\[
\nabla_z^2 g(z) \overset{\Delta}{=} \nabla_z [\nabla_z g(z)] \quad \text{(C.19)}
\]
For υ—strongly convex functions, the increment $g(z_1) - g(z^\circ)$ grows at least as fast as the quadratic term $\frac{\nu}{2} \|z_1 - z^\circ\|^2$, as indicated by (C.16) and where $z^\circ$ is the global minimizer of $g(z)$.

Observe from (C.18) that the positive definiteness of the Hessian matrix is only a sufficient condition for strict convexity (for example, the function $g(z) = z^4$ is strictly convex even though its second-order derivative is not strictly positive for all $z$). One of the main advantages of working with strongly convex functions is that their Hessian matrices are sufficiently bounded away from zero.

**Example C.3 (Strongly-convex functions).** The following is a list of useful strongly-convex functions that appear in applications involving adaptation, learning, and estimation:

1. Consider the quadratic function

   $$g(z) = \kappa + a^T z + z^T a + z^T C z$$

   (C.20)

   with a symmetric positive-definite matrix $C$. The Hessian matrix is $\nabla^2_z g(z) =$
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2C, which is sufficiently bounded away from zero for all \( z \) since

\[
\nabla^2 g(z) \geq 2\lambda_{\text{min}}(C)I_M > 0
\]

(C.21)
in terms of the smallest eigenvalue of \( C \). Therefore, such quadratic functions are strongly convex.

(2) The regularized logistic (or log-)loss function

\[
g(z) = \ln\left(1 + e^{-\gamma h^T z}\right) + \frac{\rho}{2}\|z\|^2
\]

(C.22)

with a scalar \( \gamma \), column vector \( h \), and \( \rho > 0 \) is also strongly convex. This is because the Hessian matrix is given by

\[
\nabla^2 g(z) = \rho I_M + hh^T \frac{e^{-\gamma h^T z}}{(1 + e^{-\gamma h^T z})^2} \geq \rho I_M > 0
\]

(C.23)

(3) The regularized hinge loss function

\[
g(z) = \max\{0, 1 - \gamma h^T z\} + \frac{\rho}{2}\|z\|^2
\]

(C.24)

with a scalar \( \gamma \), column vector \( h \), and \( \rho > 0 \) is also strongly convex, although non-differentiable. This result can be verified by noting that the function \( \max\{0, 1 - \gamma h^T z\} \) is convex in \( z \) while the regularization term \( \frac{\rho}{2}\|z\|^2 \) is \( \rho \)-strongly convex in \( z \).

\[\blacksquare\]

C.2 Convexity in the Complex Domain

We now extend the previous definitions and results to the case in which \( z \in \mathbb{C}^M \) is complex-valued, while \( g(z) \in \mathbb{R} \) continues to be real-valued. One way to extend the concepts of convexity, strict convexity, and strong convexity to the case of complex arguments is to view \( g(z) \) as a function of the extended real variable \( v = \text{col}\{x, y\} \in \mathbb{R}^{2M} \), i.e., to work with \( g(v) \) instead of \( g(z) \), where \( v \) is defined in terms of the real and imaginary parts of \( z \), namely, \( z = x + jy \). Observe in particular that the complex variables \( z \) and \( z^* \) can be recovered from knowledge of \( v \) as follows:

\[
\begin{bmatrix}
I_M & jI_M \\
I_M & -jI_M
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix}
= D
\begin{bmatrix}
z \\
(z^*)^T
\end{bmatrix}
\]

(C.25)

where the matrix \( D \) was introduced earlier in (B.27).
C.2.1 Convexity

The function \( g(z) \) is said to be convex in \( z \) if the corresponding function \( g(v) \) is convex in \( v \), i.e., if \( \text{dom}(g(v)) \) is a convex set and for any \( v_1, v_2 \in \text{dom}(g(v)) \) and any \( 0 \leq \alpha \leq 1 \), it holds that:

\[
g(\alpha v_1 + (1 - \alpha)v_2) \leq \alpha g(v_1) + (1 - \alpha)g(v_2) \quad (C.26)
\]

Since \( g(z) \) is real-valued, the above condition can be restated in terms of the original complex variables \( z_1, z_2 \in \mathbb{C}^M \) as follows:

\[
g(\alpha z_1 + (1 - \alpha)z_2) \leq \alpha g(z_1) + (1 - \alpha)g(z_2) \quad (C.27)
\]

An equivalent characterization of the convexity condition (C.26) is that for any \( v_o \),

\[
g(v) \geq g(v_o) + \nabla_v g(v_o) \cdot (v - v_o) \quad (C.28)
\]

This condition can again be restated in terms of the original complex variables \( \{z, z_o\} \). To do so, we first need to find the relation between the gradient vector \( \nabla_v g(v) \) evaluated in the \( v \)-domain and the gradient vector \( \nabla_z g(z) \) evaluated in the \( z \)-domain. Thus, recall that \( v \) is a column vector obtained by stacking \( x \) and \( y \) on top of each other. Therefore, by referring to definition (A.26), we have that

\[
\nabla_v g(v) = \begin{bmatrix}
\nabla_x g(x, y) & \nabla_y g(x, y)
\end{bmatrix}
\]

(C.29)

Multiplying from the right by the matrix \( D^* \) from (B.27) we obtain

\[
\nabla_v g(v) \cdot \frac{1}{2} D^* = \frac{1}{2} \begin{bmatrix}
\nabla_x g(x, y) & \nabla_y g(x, y)
\end{bmatrix} \begin{bmatrix}
I_M & I_M \\
-jI_M & jI_M
\end{bmatrix}
\]

(C.30)

Now consider the following complex gradient vectors, which correspond to the extension of the earlier definition (A.9) to the vector case for real-valued functions \( g(z) \):

\[
\begin{align*}
\nabla_z g(z) & \triangleq \frac{1}{2} \left[ \nabla_x g(x, y) - j\nabla_y g(x, y) \right] \\
\nabla_z^* g(z) & \triangleq \frac{1}{2} \left[ \nabla_x^\top g(x, y) + j\nabla_y^\top g(x, y) \right]
\end{align*}
\]

(C.31)

Substituting into the right-hand side of (C.30) we conclude that

\[
\frac{1}{2} \left[ \nabla_v g(v) \right] D^* = \begin{bmatrix}
\nabla_z g(z) & (\nabla_z^* g(z))^\top
\end{bmatrix}
\]

(C.32)
which is the desired relation between the gradient vectors $\nabla_v g(v)$ and $\nabla_z g(z)$. Using (C.25) and (C.32), and noting that $g(z) = g(v)$, we can now rewrite (C.28) in terms of the original complex variables $\{z, z_o\}$ as follows:

$$g(z) \geq g(z_o) + 2\text{Re}\{ [\nabla_z g(z_o)] (z - z_o) \} \quad (C.33)$$

in terms of the real part of the inner product that appears on the right-hand side. A useful property that follows from (C.33) is that for any $z_1$ and $z_2$:

$$g(z) \text{ convex} \implies \text{Re} \{ [\nabla_z g(z_2) - \nabla_z g(z_1)] (z_2 - z_1) \} \geq 0 \quad (C.34)$$

### C.2.2 Strict Convexity

The function $g(z)$ is said to be strictly convex if the inequalities in (C.27) or (C.33) are replaced by strict inequalities. For example, for any $z_1 \neq z_2$ and $0 < \alpha < 1$, a strictly convex function $g(z)$ should satisfy:

$$g(\alpha z_1 + (1-\alpha)z_2) < \alpha g(z_1) + (1-\alpha)g(z_2) \quad (C.35)$$

Again, a useful property of every strictly convex function is that, when a minimum exists, then it is both unique and the global minimum of the function. Another useful property is that for any $z_1 \neq z_2$:

$$g(z) \text{ strictly convex} \implies \text{Re} \{ [\nabla_z g(z_2) - \nabla_z g(z_1)] (z_2 - z_1) \} > 0 \quad (C.36)$$

### C.2.3 Strong Convexity

The function $g(z)$ is said to be strongly convex (or, more specifically, $\nu$–strongly convex) in $z$ if $g(v)$ is $\nu$–strongly convex in $v$, i.e., if $g(v)$ satisfies the following condition for any $0 \leq \alpha \leq 1$:

$$g(\alpha v_1 + (1-\alpha)v_2) \leq \alpha g(v_1) + (1-\alpha)g(v_2) - \frac{\nu}{2} \alpha (1-\alpha) \|v_1 - v_2\|^2 \quad (C.37)$$

for some $\nu > 0$. Using the fact that

$$\|v_1 - v_2\|^2 = \|z_1 - z_2\|^2 \quad (C.38)$$
the above condition can be restated in terms of the original complex variables as follows:

\[ g(\alpha z_1 + (1-\alpha)z_2) \leq \alpha g(z_1) + (1-\alpha)g(z_2) - \frac{\nu}{2} \alpha(1-\alpha)\|z_1 - z_2\|^2 \quad (C.39) \]

An equivalent characterization of strong convexity is that for any \( z_o \),

\[ g(z) \geq g(z_o) + 2\text{Re}\{[\nabla_z g(z_o)](z - z_o)\} + \frac{\nu}{2}\|z - z_o\|^2 \quad (C.40) \]

In particular, if we select \( z_o \) to correspond to the global minimizer of \( g(z) \), i.e.,

\[ z_o = z^o \quad \text{where} \quad \nabla_z g(z^o) = 0 \quad (C.41) \]

then strongly convex functions satisfy the following useful property:

\[ g(z) - g(z^o) \geq \frac{\nu}{2}\|z - z^o\|^2, \quad (z^o \text{ is global minimizer}) \quad (C.42) \]

Another useful property that follows from (C.40) is that for any \( z_1, z_2 \):

\[ g(z) \text{ strongly convex} \implies \]

\[ \text{Re}\{[\nabla_z g(z_2) - \nabla_z g(z_1)](z_2 - z_1)\} \geq \frac{\nu}{2}\|z_2 - z_1\|^2 \quad (C.43) \]

This fact, along with the earlier conclusions (C.34) and (C.36) are important properties of convex functions. We summarize them in Table C.2 for ease of reference.

**Table C.2:** Useful properties implied by the convexity, strict convexity, or strong convexity of a real-valued function \( g(z) \in \mathbb{R} \) of a complex argument \( z \in \mathbb{C}^M \).

<table>
<thead>
<tr>
<th>Property</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g(z) ) convex \implies</td>
<td>\text{Re}{[\nabla_z g(z_2) - \nabla_z g(z_1)](z_2 - z_1)} \geq 0</td>
</tr>
<tr>
<td>( g(z) ) strictly convex \implies</td>
<td>\text{Re}{[\nabla_z g(z_2) - \nabla_z g(z_1)](z_2 - z_1)} &gt; 0</td>
</tr>
<tr>
<td>( g(z) ) ( \nu )-strongly convex \implies</td>
<td>\text{Re}{[\nabla_z g(z_2) - \nabla_z g(z_1)](z_2 - z_1)} \geq \frac{\nu}{2}|z_2 - z_1|^2</td>
</tr>
</tbody>
</table>
C.2. Convexity in the Complex Domain

C.2.4 Hessian Matrix Conditions

Since \( g(z) \) is real-valued and \( z \) is now complex-valued, then the Hessian matrix of \( g(z) \) is \( 2M \times 2M \) and given by the expression shown in the last row of Table B.1 — see (B.29). As before, the properties of convexity, strict convexity, and strong convexity can be inferred from the Hessian matrix of \( g(z) \) as follows:

\[
\begin{align*}
\text{(a)} & \quad \nabla^2_z g(z) \geq 0 \text{ for all } z \quad \iff \quad g(z) \text{ is convex.} \\
\text{(b)} & \quad \nabla^2_z g(z) > 0 \text{ for all } z \quad \implies \quad g(z) \text{ is strictly convex.} \\
\text{(c)} & \quad \nabla^2_z g(z) \geq \frac{\nu}{2} I_{2M} > 0 \text{ for all } z \quad \iff \quad g(z) \text{ is strongly convex.}
\end{align*}
\]

(C.44)

Observe again that the positive definiteness of the Hessian matrix is only a sufficient condition for strict convexity. Moreover, the condition in part (c), with a factor of \( \frac{1}{2} \) multiplying \( \nu \), follows from the following sequence of arguments:

\[
\begin{align*}
g(z) \text{ is } \nu-\text{strongly convex} \quad & \iff \quad g(v) \text{ is } \nu-\text{strongly convex} \\
& \iff \quad H(v) \geq \nu I_{2M} > 0, \quad \text{for all } v \\
& \iff \quad \frac{1}{4} D H(v) D^* \geq \frac{\nu}{4} D D^* \quad \overset{(B.28)}{=} \quad \frac{\nu}{2} I > 0 \\
& \iff \quad H_c(u) \geq \frac{\nu}{2} I_{2M} > 0 \quad \text{(C.45)}
\end{align*}
\]

where we used the notation \( H(v) \) and \( H_c(u) \) to refer to the real and complex forms of the Hessian matrix of \( g(z) \) — recall (B.17) and (B.25).

**Example C.4 (Quadratic cost functions).** Consider the quadratic function

\[
g(z) = \kappa + a^* z + z^* a + z^* C z
\]

(C.46)

with a Hermitian positive-definite matrix \( C > 0 \). The complex Hessian matrix is given by

\[
H_c(u) = \begin{bmatrix} C & 0 \\ 0 & C^T \end{bmatrix}
\]

(C.47)

which is sufficiently bounded away from zero from below since

\[
H_c(u) \geq \lambda_{\min}(C) I_{2M} > 0
\]

(C.48)

Therefore, such quadratic functions are strongly convex. \( \blacksquare \)
Let $g(z) \in \mathbb{R}$ denote a real-valued function of a possibly vector argument $z$. We assume that $g(z)$ is differentiable whenever necessary. In this appendix, we review useful integral equalities that involve increments of the function $g(z)$ and increments of its gradient vector; the equalities correspond to extensions of the classical mean-value theorem from single-variable real calculus to the case of functions of several and possibly complex variables. We shall use the results of this appendix to establish useful bounds on the increments of strongly convex functions later in Appendix E. We again treat both cases of real and complex arguments.

**D.1 Increment Formulae for Real Arguments**

Consider first the case in which the argument $z \in \mathbb{R}^M$ is real-valued. We pick any $M$-dimensional vectors $z_0$ and $\Delta z$ and introduce the following real-valued and differentiable function of the scalar variable $t \in [0, 1]$:

$$f(t) \overset{\Delta}{=} g(z_0 + t \Delta z) \quad (D.1)$$
Then, it holds that
\[ f(0) = g(z_0), \quad f(1) = g(z_0 + \Delta z) \] (D.2)
Using the fundamental theorem of calculus (e.g., [36, 150]) we have:
\[ f(1) - f(0) = \int_0^1 \frac{df(t)}{dt} dt \] (D.3)
It further follows from definition (D.1) that
\[ \frac{df(t)}{dt} = \frac{d}{dt} \left[ g(z_0 + t \Delta z) \right] = \left[ \nabla_z g(z_0 + t \Delta z) \right] \Delta z \] (D.4)
in terms of the inner product computation on the far right, where \( \nabla_z g(z) \) denotes the (row) gradient vector of \( g(z) \) with respect to \( z \). Substituting (D.4) into (D.3) we arrive at the first desired mean-value theorem result (see, e.g., [190]):
\[ g(z_0 + \Delta z) - g(z_0) = \left( \int_0^1 \nabla_z g(z_0 + t \Delta z) dt \right) \Delta z \] (D.5)
This result is a useful equality and it holds for any differentiable (not necessarily convex) real-valued function \( g(z) \). The expression on the right-hand side is an inner product between the column vector \( \Delta z \) and the result of the integration, which is a row vector. Expression (D.5) tells us how the increment of the function \( g(z) \) in moving from \( z = z_0 \) to \( z = z_0 + \Delta z \) is related to the integral of the gradient vector of \( g(z) \) over the segment \( z_0 + t \Delta z \) as \( t \) varies over the interval \( t \in [0,1] \).

We can derive a similar relation for increments of the gradient vector itself. To do so, we introduce the column vector function \( h(z) = \nabla_z^T g(z) \) and apply (D.5) to its individual entries to conclude that
\[ h(z_0 + \Delta z) - h(z_0) = \left( \int_0^1 \nabla_z h(z_0 + r \Delta z) dr \right) \Delta z \] (D.6)
Replacing \( h(z) \) by its definition, and transposing both sides of the above equality, we arrive at another useful mean-value theorem result:
\[ \nabla_z g(z_0 + \Delta z) - \nabla_z g(z_0) = \Delta z^T \left( \int_0^1 \nabla_z^2 g(z_0 + r \Delta z) dr \right) \] (D.7)
This expression tells us how increments in the gradient vector in moving from \( z = z_0 \) to \( z = z_0 + \Delta z \) are related to the integral of the Hessian.
matrix of \( g(z) \) over the segment \( z_o + r \Delta z \) and \( r \) varies over the interval \( r \in [0, 1] \). In summary, we arrive at the following statement.

**Lemma D.1 (Mean-value theorem: Real arguments).** Consider a real-valued and twice-differentiable function \( g(z) \in \mathbb{R} \), where \( z \in \mathbb{R}^M \) is real-valued. Then, for any \( M \)-dimensional vectors \( z_o \) and \( \Delta z \), the following increment equalities hold:

\[
g(z_o + \Delta z) - g(z_o) = \left( \int_0^1 \nabla_z g(z_o + t \Delta z) dt \right) \Delta z \quad (D.8)
\]

\[
\nabla_z g(z_o + \Delta z) - \nabla_z g(z_o) = (\Delta z)^T \left( \int_0^1 \nabla^2_z g(z_o + r \Delta z) dr \right) \quad (D.9)
\]

**D.2 Increment Formulae for Complex Arguments**

We now extend results (D.8) and (D.9) to the case when \( z \in \mathbb{C}^M \) is complex valued. The extension can be achieved by replacing \( z = x + jy \) by its real and imaginary parts \( \{x, y\} \), applying results (D.8) and (D.9) to the resulting function \( g(v) \) of the \( 2M \times 1 \) extended real variable

\[
v = \text{col}\{x, y\} \quad (D.10)
\]

and then transforming back to the complex domain. Indeed, as remarked earlier in (C.25), it is straightforward to verify that the vector \( v \) is related to the vector

\[
u \triangleq \text{col}\{z, (z^*)^T\} \quad (D.11)
\]

as follows:

\[
\begin{bmatrix}
  z \\
  (z^*)^T
\end{bmatrix}_{\triangleq u} = \begin{bmatrix}
  I_M & jI_M \\
  I_M & -jI_M
\end{bmatrix}_{\triangleq D} \begin{bmatrix}
  x \\
  y
\end{bmatrix}_{\triangleq v}
\]

\[
\begin{bmatrix}
  x \\
  y
\end{bmatrix}_{\triangleq v} = \frac{1}{2} \begin{bmatrix}
  I_M & I_M \\
  -jI_M & jI_M
\end{bmatrix}_{\triangleq \frac{1}{2} D^*} \begin{bmatrix}
  z \\
  (z^*)^T
\end{bmatrix}_{\triangleq u} \quad (D.12)
\]
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or, more compactly,

\[ u = D v \quad \text{and} \quad v = \frac{1}{2} D^* u \]  \hspace{1cm} (D.13)

where we used the fact from (B.28) that \( DD^* = 2I_{2M} \). We can now apply (D.8) to \( g(v) \) to get

\[ g(v_o + \Delta v) - g(v_o) = \left( \int_0^1 \nabla_v g(v_o + t\Delta v) dt \right) \Delta v \]  \hspace{1cm} (D.14)

where \( \nabla_v g(v) \) denotes the gradient vector of \( g(v) \). We can rewrite (D.14) in terms of the original complex variables \( \{z_o, \Delta z\} \). To do so, we call upon relation (C.32) and the equality \( g(z) = g(v) \) to rewrite (D.14) as

\[ g(z_o + \Delta z) - g(z_o) = \]  \hspace{1cm} (D.15)

\[ \overset{(D.13)}{=} \frac{1}{2} \left( \int_0^1 \nabla_v g(v_o + t\Delta v) dt \right) D^* \Delta u \]

\[ \overset{(C.32)}{=} \left( \left[ \nabla_z g(z_o + t\Delta z) \quad (\nabla_z^* g(z_o + t\Delta z)^T \right] dt \right) \left[ \Delta z \quad (\Delta z^*)^T \right] \]

We then arrive at the desired mean-value theorem result in the complex case:

\[ g(z_o + \Delta z) - g(z_o) = 2\Re \left\{ \left( \int_0^1 \nabla_z g(z_o + t\Delta z) dt \right) \Delta z \right\} \]  \hspace{1cm} (D.16)

where we used the fact that for real-valued functions \( g(z) \) it holds that

\[ \nabla_z^* g(z) = [\nabla_z g(z)]^* \]  \hspace{1cm} (D.17)

Expression (D.16) is the extension of (D.8) to the complex case.

Similarly, applying (D.6) to \( h(v) = \nabla_{v^T} g(v) \) we obtain that for any \( v_o \) and \( \Delta v \):

\[ \nabla_{v^T} g(v_o + \Delta v) - \nabla_{v^T} g(v_o) = \left( \int_0^1 \nabla_{v^T}^2 g(v_o + r\Delta v) dr \right) \Delta v \]  \hspace{1cm} (D.18)

Multiplying from the left by \( \frac{1}{2} D \) and using (C.30)–(C.31), as well as the fact that \( \frac{1}{4} DH_v(v)D^* = H_c(u) \) (recall (B.26)), we find that relation (D.18) defined in terms of \( \{v_o, \Delta v\} \) can be transformed into the
mean-value theorem relation (D.20) in terms of the variables \( \{ z_0, \Delta z \} \). Expression (D.20) is the extension of (D.9) to the complex case. Observe how both gradient vectors relative to \( z^* \) and \( z^T \) now appear in the relation. We show below in Example D.1 how the relation can be simplified in the special case when the Hessian matrix turns out to be block diagonal. In summary, we arrive at the following result.

**Lemma D.2** (Mean-value theorem: Complex arguments). Consider a real-valued and twice-differentiable function \( g(z) \in \mathbb{R} \), where \( z \in \mathbb{C}^M \) is complex-valued. Then, for any \( M \)-dimensional vectors \( z_0 \) and \( \Delta z \), the following increment equalities hold:

\[
g(z_o + \Delta z) - g(z_o) = 2 \text{Re} \left\{ \left( \int_0^1 \nabla_z g(z_o + t \Delta z) dt \right) \Delta z \right\} \tag{D.19}
\]

\[
\begin{bmatrix}
\nabla_{z^*} g(z_o + \Delta z) \\
\nabla_{z^T} g(z_o + \Delta z)
\end{bmatrix} - \begin{bmatrix}
\nabla_{z^*} g(z_o) \\
\nabla_{z^T} g(z_o)
\end{bmatrix} = \left( \int_0^1 \nabla^2_z g(z_o + r \Delta z) dr \right) \begin{bmatrix}
\Delta z \\
(\Delta z^*)^T
\end{bmatrix} \tag{D.20}
\]

**Example D.1** (Block diagonal Hessian matrix). Consider the real-valued quadratic function

\[
g(z) = \kappa + a^* z + z^* a + z^* C z \tag{D.21}
\]

where \( \kappa \) is a real scalar, \( a \) is a column vector, and \( C \) is a Hermitian matrix. Then, the Hessian matrix of \( g(z) \) is block diagonal and given by

\[
\nabla^2_z g(z) \equiv H_c(u) = \begin{bmatrix}
C & 0 \\
0 & C^T
\end{bmatrix} \tag{D.22}
\]

In this case, expression (D.20) decouples into two separate and equivalent relations. Keeping one of the relations we get

\[
\nabla_z g(z_o + \Delta z) = \nabla_z g(z_o) + (\Delta z)^* C \tag{D.23}
\]

Obviously, in this case, this relation could have been deduced directly from expression (D.21) by using the fact that

\[
\nabla_z g(z) = a^* + z^* C \tag{D.24}
\]

■
Let $g(z) \in \mathbb{R}$ denote a real-valued $\nu-$strongly convex function of a possibly vector argument $z$. We assume that $g(z)$ is differentiable whenever necessary. In this appendix, we use the mean-value theorems from Appendix D to derive some useful bounds on the increments of strongly convex functions. These bounds will assist in analyzing the mean-square-error stability and performance of distributed algorithms. We treat both cases of real and complex arguments.

### E.1 Perturbation Bounds in the Real Domain

Consider first the case in which the argument $z \in \mathbb{R}^M$ is real-valued. Let $z^o$ denote the location of the unique global minimizer of $g(z)$ so that $\nabla_z g(z^o) = 0$. Combining the mean-value theorem results (D.8) and (D.9) we get

$$
 g(z^o + \Delta z) - g(z^o) = (\Delta z)^T \left[ \int_0^1 \int_0^1 t \nabla_z^2 g(z^o + tr \Delta z) dr dt \right] \Delta z \tag{E.1}
$$

Now assume the Hessian matrix of $g(z)$ is uniformly bounded from above, i.e.,

$$
 \nabla_z^2 g(z) \leq \delta I_M, \quad \text{for all } z \tag{E.2}
$$
and for some $\delta > 0$. It follows from (E.1) that
\[ g(z^0 + \Delta z) - g(z^0) \leq \delta \|\Delta z\|^2 \]  
(E.3)
which leads to the following useful statement for strongly-convex functions.

---

**Lemma E.1 (Perturbation bound: Real arguments).** Consider a $\nu$—strongly convex and twice-differentiable function $g(z) \in \mathbb{R}$ and let $z^o \in \mathbb{R}^M$ denote its global minimizer. Assume that its $M \times M$ Hessian matrix (defined according to the first row in Table B.1 or equation (B.29)) is uniformly bounded from above by $\nabla^2 z g(z) \leq \delta I_M$, for all $z$ and for some $\delta > 0$. We already know from item (c) in (C.18) that the same Hessian matrix is uniformly bounded from below by $\nu I_M$, i.e.,
\[ \nu I_M \leq \nabla^2 z g(z) \leq \delta I_M, \quad \text{for all } z \]  
(E.4)
Under condition (E.4), it follows from (C.16) and (E.3) that, for any $\Delta z$, the function increments are bounded by the squared Euclidean norm of $\Delta z$ as follows:
\[ \frac{\nu}{2} \|\Delta z\|^2 \leq g(z^0 + \Delta z) - g(z^0) \leq \frac{\delta}{2} \|\Delta z\|^2 \]  
(E.5)
One useful conclusion that follows from (E.5) is that under condition (E.4), every strongly convex function $g(z)$ can be sandwiched between two quadratic functions, namely,
\[ g(z^0) + \frac{\nu}{2} \|z - z^o\|^2 \leq g(z) \leq g(z^0) + \frac{\delta}{2} \|z - z^o\|^2 \]  
(E.6)
A second useful conclusion can be deduced from (E.1) when the size of $\Delta z$ is small and when the Hessian matrix of $g(z)$ is smooth enough in a small neighborhood around $z = z^o$. Specifically, assume the Hessian matrix function is locally Lipschitz continuous in a small neighborhood around $z = z^o$, namely,
\[ \left\| \nabla^2 z g(z^o + \Delta z) - \nabla^2 z g(z^o) \right\| \leq \kappa \|\Delta z\| \]  
(E.7)
for sufficiently small values $\|\Delta z\| \leq \epsilon$ and for some $\kappa > 0$. This condition implies that we can write
\[ \nabla^2 z g(z^o + \Delta z) = \nabla^2 z g(z^o) + O(\|\Delta z\|) \]  
(E.8)
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It then follows from equality (E.1) that, for sufficiently small $\Delta z$:

$$g(z^0 + \Delta z) - g(z^0) = (\Delta z)^T \left[ \frac{1}{2} \nabla^2_z g(z^0) \right] \Delta z + O(\|\Delta z\|^3)$$

$$\approx (\Delta z)^T \left[ \frac{1}{2} \nabla^2_z g(z^0) \right] \Delta z$$

$$= \|\Delta z\|^2 \frac{1}{2} \nabla^2_z g(z^0)$$

(E.9)

where the symbol $\approx$ in the second line is used to indicate that higher-order powers in $\|\Delta z\|$ are being ignored. Moreover, for any Hermitian positive-definite weighting matrix $W > 0$, the notation $\|x\|^2_W$ refers to the weighted square Euclidean norm $x^* W x$.

We conclude from (E.9) that the increment in the value of the function in a small neighborhood around $z = z^0$ can be well approximated by means of a weighted square Euclidean norm; the weighting matrix in this case is equal to the Hessian matrix of $g(z)$ evaluated at $z = z^0$ and scaled by $1/2$. The error in this approximate evaluation is in the order of $O(\|\Delta z\|^3)$.

**Lemma E.2** (Perturbation approximation: Real arguments). Consider the same setting of Lemma E.1 and assume additionally that the Hessian matrix function is locally Lipschitz continuous in a small neighborhood around $z = z^0$ as defined by (E.7). It then follows that the increment in the value of the function $g(z)$ for sufficiently small variations around $z = z^0$ can be well approximated by

$$g(z^0 + \Delta z) - g(z^0) \approx \Delta z^T \left[ \frac{1}{2} \nabla^2_z g(z^0) \right] \Delta z$$

(E.10)

where the approximation error is in the order of $O(\|\Delta z\|^3)$.

**Example E.1** (Quadratic cost functions with real arguments). Consider a quadratic function of the form

$$g(z) = \kappa - a^T z - z^T a + z^T C z$$

(E.11)

where $\kappa$ is a scalar, $a$ is a column vector, and $C$ is a symmetric positive-definite matrix. It is straightforward to verify, by expanding the right-hand side in the expression below, that $g(z)$ can also be written as

$$g(z) = \kappa - a^T C^{-1} a + (z - C^{-1} a)^T C (z - C^{-1} a)$$

(E.12)
The Hessian matrix is $\nabla^2 z g(z) = 2C$ and it is clear that

$$2\lambda_{\text{min}}(C) I_M \leq \nabla^2 z g(z) \leq 2\lambda_{\text{max}}(C) I_M$$  \hspace{1cm} (E.13)

in terms of the smallest and largest eigenvalues of $C$, which are both positive. Therefore, condition (E.4) is automatically satisfied with

$$\nu = 2\lambda_{\text{min}}(C), \quad \delta = 2\lambda_{\text{max}}(C)$$  \hspace{1cm} (E.14)

Likewise, condition (E.7) is obviously satisfied since the Hessian matrix in this case is constant and independent of $z$. The function $g(z)$ has a unique global minimizer and it occurs at the point $z = z^o$ where $\nabla z g(z^o) = 0$. We know from the expression for $g(z)$ that

$$\nabla_z g(z) = -2a^T + 2z^T C$$  \hspace{1cm} (E.15)

so that $z^o = C^{-1}a$ and

$$g(z^o) = \kappa - a^T C^{-1}a$$  \hspace{1cm} (E.16)

Therefore, applying (E.6) we conclude that

$$g(z^o) + \lambda_{\text{min}}(C) \|z - C^{-1}a\|^2 \leq g(z) \leq g(z^o) + \lambda_{\text{max}}(C) \|z - C^{-1}a\|^2$$  \hspace{1cm} (E.17)

Note that we could have arrived at this result directly from (E.12) as well.

Moreover, from result (E.10) we would estimate that, for sufficiently small $\|\Delta z\|$,

$$g(z^o + \Delta z) - g(z^o) \approx \|\Delta z\|^2_C$$  \hspace{1cm} (E.18)

Actually, in this case, exact equality holds in (E.18) for any $\Delta z$ due to the quadratic nature of the function $g(z)$. Indeed, note from (E.12) that

$$g(z) = g(z^o) + \|z - z^o\|^2_C$$  \hspace{1cm} (E.19)

so that if we set $z = z^o + \Delta z$, for any $\Delta z$, the above relation gives

$$g(z^o + \Delta z) - g(z^o) = \|\Delta z\|^2_C, \quad \text{for any } \Delta z$$  \hspace{1cm} (E.20)

which is a stronger result than (E.18); note in particular that $\Delta z$ does not need to be infinitesimally small any more, as was the case with (E.10); this latter relation is useful for more general choices of $g(z)$ that are not necessarily quadratic in $z$. 

\[ \blacksquare \]
E.2 Lipschitz Conditions in the Real Domain

The statement of Lemma E.1 requires the Hessian matrix to be upper bounded as in (E.2), i.e., \( \nabla_z^2 g(z) \leq \delta I_M \) for all \( z \). For differentiable convex functions, this condition is equivalent to requiring the gradient vector to be Lipschitz continuous, i.e., to satisfy
\[
\| \nabla_z g(z_2) - \nabla_z g(z_1) \| \leq \delta \| z_2 - z_1 \| \quad (E.21)
\]
for all \( z_1 \) and \( z_2 \). Since it is customary in the literature to rely more frequently on Lipschitz conditions, the following statement establishes the equivalence of conditions (E.2) and (E.21) for general convex functions (that are not necessarily strongly-convex). One advantage of using condition (E.21) instead of (E.2) is that the function \( g(z) \) would not need to be twice-differentiable since condition (E.21) only involves the gradient vector of the function.

Lemma E.3 (Lipschitz and bounded Hessian matrix). Consider a real-valued and twice-differentiable convex function \( g(z) \in \mathbb{R} \). Then, the following two conditions are equivalent:
\[
\nabla_z^2 g(z) \leq \delta I_M, \text{ for all } z \iff \| \nabla_z g(z_2) - \nabla_z g(z_1) \| \leq \delta \| z_2 - z_1 \|, \text{ for all } z_1, z_2 \quad (E.22)
\]

Proof. Assume first that the Hessian matrix, \( \nabla_z^2 g(z) \), is uniformly upper bounded by \( \delta I_M \) for all \( z \); we know that it is nonnegative definite since \( g(z) \) is convex and, therefore, \( \nabla_z^2 g(z) \) is lower bounded by zero. We pick any \( z_1 \) and \( z_2 \) and introduce the column vector function \( h(z) = \nabla_z^T g(z) \). Applying (D.8) to \( h(z) \) gives
\[
h(z_2) - h(z_1) = \left( \int_0^1 \nabla_z h(z_1 + t(z_2 - z_1)) dt \right) (z_2 - z_1) \quad (E.23)
\]
so that using \( 0 \leq \nabla_z^2 g(z) \leq \delta I_M \), we get
\[
\| \nabla_z^T g(z_2) - \nabla_z^T g(z_1) \| \leq \left( \int_0^1 \delta dt \right) \| z_2 - z_1 \| \quad (E.24)
\]
and we arrive at the Lipschitz condition on the right-hand side of (E.22) since \( \nabla_z^T g(z) = [\nabla_z g(z)]^T \).
Conversely, assume the Lipschitz condition on the right-hand side of (E.22) holds, and introduce the column vector function \( f(t) = \nabla_{z^T} g(z + t\Delta z) \) defined in terms of a scalar real parameter \( t \). Then,
\[
\frac{df(t)}{dt} = \nabla_{z^T} g(z + t\Delta z) \Delta z
\]
(E.25)

Now, for any \( \Delta t \) and in view of the Lipschitz condition, it holds that
\[
\|f(t + \Delta t) - f(t)\| = \|\nabla_{z^T} g(z + (t + \Delta t)\Delta z) - \nabla_{z^T} g(z + t\Delta z)\| \leq \delta |\Delta t| \|\Delta z\|
\]
(E.26)
so that
\[
\lim_{\Delta t \to 0} \frac{\|f(t + \Delta t) - f(t)\|}{|\Delta t|} = \|df(t)/dt\| \leq \delta \|\Delta z\|
\]
(E.27)

Using (E.25) we conclude that
\[
\|\nabla_{z^T} g(z + t\Delta z) \Delta z\| \leq \delta \|\Delta z\|, \text{ for any } t, z \text{ and } \Delta z
\]
(E.28)
Setting \( t = 0 \), squaring both sides, and recalling that the Hessian matrix is symmetric, we obtain
\[
(\Delta z)^T \left[ \nabla_{z^T}^2 g(z) \right] \Delta z \leq \delta^2 \|\Delta z\|^2, \text{ for any } z, \Delta z
\]
(E.29)
from which we conclude that \( \nabla_{z^T}^2 g(z) \leq \delta I_M \) for all \( z \), as desired.

We can additionally verify that the local Lipschitz condition (E.7) used in Lemma E.2 is actually equivalent to a global Lipschitz property on the Hessian matrix under condition (E.4).

Lemma E.4 (Global Lipschitz condition). Consider a real-valued and twice-differentiable \( \nu \)-strongly convex function \( g(z) \in \mathbb{R} \) and assume it satisfies conditions (E.4) and (E.7). It then follows that the Hessian matrix of \( g(z) \) is globally Lipschitz relative to \( z^o \), namely, it satisfies
\[
\|\nabla_{z^T}^2 g(z) - \nabla_{z^T}^2 g(z^o)\| \leq \kappa' \|z - z^o\|, \text{ for all } z
\]
(E.30)
where the positive scalar \( \kappa' \) is defined in terms of the parameters \( \{\kappa, \delta, \nu, \epsilon\} \) as
\[
\kappa' = \max \left\{ \kappa, \frac{\delta - \nu}{\epsilon} \right\}
\]
(E.31)
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Proof. Following [277], for any vector $x$, it holds that

$$x^T \left[ \nabla_z^2 g(z) - \nabla_z^2 g(z^o) \right] x = x^T \nabla_z^2 g(z) x - x^T \nabla_z^2 g(z^o) x$$

$$\leq \delta \|x\|^2 - \nu \|x\|^2$$

$$= (\delta - \nu) \|x\|^2$$  \hspace{1cm} (E.32)

And since the Hessian matrix difference is symmetric, we conclude that

$$\nabla_z^2 g(z) - \nabla_z^2 g(z^o) \leq (\delta - \nu) I_M$$

so that, in terms of the 2–induced norm:

$$\|\nabla_z^2 g(z) - \nabla_z^2 g(z^o)\| \leq \delta - \nu$$  \hspace{1cm} (E.33)

Now, consider any vector $z$ such that $\|z - z^o\| \leq \epsilon$. Then,

$$\|\nabla_z^2 g(z) - \nabla_z^2 g(z^o)\| \overset{(E.7)}{\leq} \kappa \|z - z^o\| \overset{(E.31)}{\leq} \kappa' \|z - z^o\|$$  \hspace{1cm} (E.34)

On the other hand, for any vector $z$ such that $\|z - z^o\| > \epsilon$, we have

$$\|\nabla_z^2 g(z) - \nabla_z^2 g(z^o)\| \overset{(E.33)}{\leq} \left( \frac{\delta - \nu}{\epsilon} \right) \epsilon \overset{(E.31)}{\leq} \kappa' \|z - z^o\|$$  \hspace{1cm} (E.35)

The statement below extends the result of Lemma E.1 to the case of complex arguments, $z \in \mathbb{C}^M$. Comparing the bounds in (E.37) with the earlier result (E.5), we observe that the relations are identical. The only difference in the complex case relative to the real case is that the upper and lower bounds on the complex Hessian matrix in (E.36) are scaled by 1/2 relative to the bounds in (E.4).

**E.3 Perturbation Bounds in the Complex Domain**

The statement below extends the result of Lemma E.1 to the case of complex arguments, $z \in \mathbb{C}^M$. Comparing the bounds in (E.37) with the earlier result (E.5), we observe that the relations are identical. The only difference in the complex case relative to the real case is that the upper and lower bounds on the complex Hessian matrix in (E.36) are scaled by 1/2 relative to the bounds in (E.4).

**Lemma E.5** (Perturbation bound: Complex arguments). Consider a $\nu$–strongly convex and twice-differentiable function $g(z) \in \mathbb{R}$ and let $z^o \in \mathbb{C}^M$ denote its global minimizer. The function $g(z)$ is real-valued but $z$ is now complex-valued. Assume that the $2M \times 2M$ complex Hessian matrix of $g(z)$ (defined according to the last row of Table B.1 and (B.29)) is uniformly bounded from above by $\nabla_z^2 g(z) \leq \delta I_{2M}$, for all $z$ and for some $\delta > 0$. We already know from item (c) in (C.44) that the same Hessian matrix is uniformly bounded from below by $\frac{\nu}{2} I_{2M}$, i.e.,

$$\frac{\nu}{2} I_{2M} \leq \nabla_z^2 g(z) \leq \frac{\delta}{2} I_{2M}$$  \hspace{1cm} (E.36)
Under condition (E.36) it holds that, for any \( \Delta z \), the function increments are bounded by the squared Euclidean norm of \( \Delta z \) as follows:

\[
\frac{\nu}{2} \| \Delta z \|^2 \leq g(z^o + \Delta z) - g(z^o) \leq \frac{\delta}{2} \| \Delta z \|^2
\]  

(E.37)

**Proof.** The argument is based on expressing \( z \) in terms of its real and imaginary parts, \( z = x + jy \), transforming \( g(z) \) into a function of the \( 2M \times 1 \) extended real variable \( v = \text{col}\{x, y\} \), and then applying the result of Lemma E.1 to \( g(v) \).

To begin with, recall that the \( 2M \times 2M \) Hessian matrix of \( g(v) \) is denoted by \( H(v) \) and is constructed according to the second row of Table B.1. This real Hessian matrix is related by (B.26) to the complex Hessian matrix, \( H_c(u) \), of \( g(z) \) and which we are denoting by \( \nabla^2 g(z) \) in the statement of the lemma. Therefore, the upper bound on \( \nabla^2 g(z) \) in (E.36) can be transformed into an upper bound on \( H(v) \) by noting that

\[
H(v) \overset{(B.26)}{=} D^* [\nabla^2_x g(z)] D \leq \frac{\delta}{2} D^* D = \delta I_{2M}
\]

(E.38)

since \( D^* D = 2I_{2M} \) and, hence, \( H(v) \leq \delta I_{2M} \). Combining this result with (C.45) we conclude that the Hessian matrix \( H(v) \) is bounded as follows:

\[
\nu I_{2M} \leq H(v) \leq \delta I_{2M}
\]

(E.39)

Consequently, if we apply the result of Lemma E.1 to the function \( g(v) \), whose argument \( v \) is real, we find that

\[
\frac{\nu}{2} \| \Delta v \|^2 \leq g(v^o + \Delta v) - g(v^o) \leq \frac{\delta}{2} \| \Delta v \|^2
\]

(E.40)

which is equivalent to the desired relation (E.37) in terms of the original variables \( \{z^o, \Delta z\} \) since, for any \( z \), \( g(z) = g(v) \) and \( \|z\| = \|v\| \).

One useful conclusion that follows from (E.37) is that under condition (E.36), the strongly convex function \( g(z) \) can be sandwiched between two quadratic functions, namely,

\[
g(z^o) + \frac{\nu}{2} \| z - z^o \|^2 \leq g(z) \leq g(z^o) + \frac{\delta}{2} \| z - z^o \|^2
\]

(E.41)

A second useful conclusion is an extension of (E.10) to the case of complex arguments \( z \). Introduce the extended vector:

\[
\Delta z^e \overset{\Delta}{=} \begin{bmatrix} \Delta z \\ (\Delta z^*)^T \end{bmatrix}
\]

(E.42)
Lemma E.6 (Perturbation approximation: Complex arguments). Consider the
same setting of Lemma E.5 and assume additionally that the Hessian matrix
function is locally Lipschitz continuous in a small neighborhood around

\[ \| \nabla^2_z g(z^0 + \Delta z) - \nabla^2_z g(z^0) \| \leq \kappa \| \Delta z \| \] (E.43)

for sufficiently small values \( \| \Delta z \| \leq \epsilon \) and for some \( \kappa > 0 \). It then follows that
the increment in the value of the function \( g(z) \) for small variations around

\[ z = z^0 \]

can be well approximated by:

\[ g(z^0 + \Delta z) - g(z^0) \approx (\Delta z^e)^* \left[ \frac{1}{2} \nabla^2_z g(z^0) \right] \Delta z^e \] (E.44)

where the approximation error is in the order of \( O(\| \Delta z \|^3) \).

Proof. Result (E.44) can be derived from (E.10) as follows. We again trans-
form \( g(z) \) into the function \( g(v) \) of the real variable \( v = \text{col}\{x, y\} \) and then
apply (E.10) to \( g(v) \) for sufficiently small \( \Delta v \), which gives

\[ g(v^o + \Delta v) - g(v^o) \approx (\Delta v)^T \left[ \frac{1}{2} H(v^o) \right] \Delta v, \text{ as } \Delta v \to 0 \] (E.45)

in terms of the \( 2M \times 2M \) Hessian matrix of \( g(v) \) evaluated at \( v = v^o \). This
Hessian matrix is related to the complex Hessian matrix \( H_c(u^o) \) according to
(B.26). Thus, observe that

\[
\begin{align*}
(\Delta v)^T \left[ \frac{1}{2} H(v^o) \right] \Delta v &= \frac{1}{4} (\Delta v)^T D^* D \left[ \frac{1}{2} H(v^o) \right] D^* D \Delta v \\
&\overset{(D.13)}{=} \frac{1}{2} \left( \Delta v \right)^T D^* \frac{1}{4} D H(v^o) D^* \frac{D \Delta v}{\Delta u} \\
&\overset{(B.26)}{=} \frac{1}{2} (\Delta u)^* H_c(u^o) \Delta u \\
&\overset{(B.24)}{=} \frac{1}{2} \left[ (\Delta z)^* \quad \Delta \Delta^T \right] \nabla^2_z g(z^0) \left[ \begin{array}{c} \Delta z \\ (\Delta z^*)^T \end{array} \right] \\
&= \left( \Delta z^e \right)^* \left[ \frac{1}{2} \nabla^2_z g(z^0) \right] \Delta z^e \text{ (E.46)}
\end{align*}
\]

as claimed. \( \square \)
Example E.2 (Quadratic cost functions with complex arguments). Let us illustrate the above result by considering a quadratic function of the form

\[ g(z) = \kappa - a^*z - z^*a + z^*Cz \tag{E.47} \]

where \( \kappa \) is a scalar, \( a \) is a column vector, and \( C \) is a Hermitian positive-definite matrix. It is straightforward to verify, by expanding the right-hand side in the expression below, that \( g(z) \) can be also written as

\[ g(z) = \kappa - a^*C^{-1}a + (z - C^{-1}a)^*C(z - C^{-1}a) \tag{E.48} \]

The Hessian matrix in this case is \( 2M \times 2M \) and given by

\[ \nabla^2_z g(z) = \begin{bmatrix} C & 0 \\ 0 & C^T \end{bmatrix} \tag{E.49} \]

It is clear that

\[ \lambda_{\text{min}}(C) I_{2M} \leq \nabla^2_z g(z) \leq \lambda_{\text{max}}(C) I_{2M} \tag{E.50} \]

in terms of the smallest and largest eigenvalues of \( C \), which are both positive. Therefore, condition (E.36) is automatically satisfied with

\[ \nu = 2\lambda_{\text{min}}(C), \quad \delta = 2\lambda_{\text{max}}(C) \tag{E.51} \]

Likewise, condition (E.43) is satisfied since the Hessian matrix is constant and independent of \( z \). The function \( g(z) \) has a unique global minimizer and it occurs at the point \( z = z^* \) where \( \nabla_z g(z^*) = 0 \). We know from expression (E.48) for \( g(z) \) that \( z^* = C^{-1}a \) and \( g(z^*) = \kappa - a^*C^{-1}a \). Therefore, applying (E.41) we conclude that

\[ g(z^*) + \lambda_{\text{min}}(C)\|z - C^{-1}a\|^2 \leq g(z) \leq g(z^*) + \lambda_{\text{max}}(C)\|z - C^{-1}a\|^2 \tag{E.52} \]

Note that we could have arrived at this result directly from (E.48) as well. Moreover, we would estimate from (E.44) that

\[ g(z^* + \Delta z) - g(z^*) \approx \frac{1}{2} \left( \Delta z \right)^* \begin{bmatrix} C & 0 \\ 0 & C^T \end{bmatrix} \begin{bmatrix} \Delta z \\ (\Delta z)^* \end{bmatrix} \tag{E.53} \]

where the notation \( \|x\|^2_C \) now denotes the squared Euclidean quantity \( x^*Cx \). Actually, in this case, exact equality holds in (E.53) for any \( \Delta z \) due to the quadratic nature of the function \( g(z) \). Indeed, note that (E.48) can be rewritten as

\[ g(z) = g(z^*) + \|z - z^*\|^2_C \tag{E.54} \]
so that if we set $z = z^o + \Delta z$, for any $\Delta z$, the above relation gives
\[ g(z^o + \Delta z) - g(z^o) = \|\Delta z\|^2_C, \quad \text{for any } \Delta z \]  
which is a stronger result than the approximation in (E.53); note in particular that $\Delta z$ does not need to be infinitesimally small any more, as was the case with (E.44); this latter result is applicable to more general choices of $g(z)$ that are not necessarily quadratic in $z$.

\section{E.4 Lipschitz Conditions in the Complex Domain}

The statement of Lemma E.5 requires the Hessian matrix to be upper bounded as in (E.36), i.e., $\nabla^2_z g(z) \leq \frac{\delta}{2} I_{2M}$ for all $z$. As was the case with real arguments in Lemma E.3, we can argue that for general convex functions (that are not necessarily strongly convex), this condition is equivalent to requiring the gradient vector to be Lipschitz continuous.

\begin{lemma}[Lipschitz and bounded Hessian matrix] \label{lemma:E.7}
Consider a real-valued and twice-differentiable convex function $g(z) \in \mathbb{R}$, where $z \in \mathbb{C}^M$ is now complex valued. Then, the following two conditions are equivalent:
\[ \nabla^2_z g(z) \leq \frac{\delta}{2} I_{2M}, \quad \text{for all } z \iff \|\nabla_z g(z_2) - \nabla_z g(z_1)\| \leq \frac{\delta}{2} \|z_2 - z_1\|, \quad \text{for all } z_1, z_2 \]
\end{lemma}

\begin{proof}
The above result can be derived from (E.22) as follows. We transform $g(z)$ into the function $g(v)$ of the real variable $v = \text{col}\{x, y\}$, where $z = x + jy$, and then apply (E.22) to $g(v)$.

First, recall from the argument that led to (E.39) that the complex Hessian matrix of $g(z)$ is bounded by $\frac{\delta}{2} I_{2M}$ if, and only if, the real Hessian matrix of $g(v)$ is bounded by $\delta I_{2M}$. Using this observation and applying (E.22) to $g(v)$ we get
\[ \nabla^2_z g(z) \leq \frac{\delta}{2} I_{2M} \quad \iff \quad \nabla^2_v g(v) \leq \delta I_{2M}, \quad \text{for all } v \]
\[ \iff \quad \|\nabla_v g(v_2) - \nabla_v g(v_1)\| \leq \delta \|v_2 - v_1\| \]
for any $v_1, v_2$. Now we know from (C.32) that
\[ \frac{1}{2} [\nabla_v g(v)] D^* = \begin{bmatrix} \nabla_z g(z) & (\nabla_z^* g(z))^T \end{bmatrix} \]
Recalling from (B.28) that the matrix $D^*/\sqrt{2}$ is unitary, we get
\[
\|\nabla v g(v_2) - \nabla v g(v_1)\| = (E.59)
\]
\[
= \left\| [\nabla v g(v_2) - \nabla v g(v_1)] \cdot \frac{D^*}{\sqrt{2}} \right\|
\]
\[
= \sqrt{2} \cdot \left\| \nabla z g(z_2) - \nabla z g(z_1) \cdot (\nabla z^* g(z_2) - \nabla z^* g(z_1))^T \right\|
\]
\[
= 2 \cdot \|\nabla z g(z_2) - \nabla z g(z_1)\|
\]
where we used (D.17). Noting that $\|v_2 - v_1\| = \|z_2 - z_1\|$ and substituting into (E.57) we conclude that
\[
\nabla^2 z g(z) \leq \frac{\delta}{2} I_{2M} \iff \|\nabla z g(z_2) - \nabla z g(z_1)\| \leq \frac{\delta}{2} \|z_2 - z_1\|, \text{ for all } z_1, z_2
\]
(E.60)
as claimed.

We can again verify that the local Lipschitz condition (E.43) used in Lemma E.6 is equivalent to a global Lipschitz property on the Hessian matrix under the bounds (E.36). The proof of the following result is similar to that of Lemma E.4.

Lemma E.8 (Global Lipschitz condition). Consider a real-valued and twice-differentiable $\nu$--strongly convex function $g(z) \in \mathbb{R}$ and assume it satisfies conditions (E.36) and (E.43). It then follows that the $2M \times 2M$ Hessian matrix of $g(z)$ is globally Lipschitz relative to $z^o \in \mathbb{C}^M$, namely,
\[
\| \nabla^2 z g(z) - \nabla^2 z g(z^o) \| \leq \kappa' \|z - z^o\|, \text{ for all } z
\]
(E.61)
where the positive scalar $\kappa'$ is defined in terms of the parameters $\{\kappa, \delta, \nu, \epsilon\}$ as
\[
\kappa' = \max \left\{ \kappa, \frac{\delta - \nu}{2\epsilon} \right\}
\]
(E.62)
We collect in this appendix several useful matrix properties and convergence results that are called upon in the text.

F.1 Kronecker Products

Traditional Kronecker Form

Let $A = [a_{ij}]_{i,j=1}^n$ and $B = [b_{ij}]_{i,j=1}^m$ be $n \times n$ and $m \times m$ possibly complex-valued matrices, respectively, whose individual $(i,j)-$th entries are denoted by $a_{ij}$ and $b_{ij}$. Their Kronecker product is denoted by $K = A \otimes B$ and is defined as the $nm \times nm$ matrix whose entries are given by [104, 113]:

$$K \triangleq A \otimes B = \begin{bmatrix} a_{11}B & a_{12}B & \ldots & a_{1n}B \\ a_{21}B & a_{22}B & \ldots & a_{2n}B \\ \vdots & \vdots & \ddots & \vdots \\ a_{n1}B & a_{n2}B & \ldots & a_{nn}B \end{bmatrix} \quad \text{(F.1)}$$

In other words, each scalar entry $a_{ij}$ of $A$ is replaced by a block quantity that is equal to a scaled multiple of $B$, namely, $a_{ij}B$.

Let $\{\lambda_i(A), i = 1, \ldots, n\}$ and $\{\lambda_j(B), j = 1, \ldots, m\}$ denote the eigenvalues of $A$ and $B$, respectively. Then, the eigenvalues of $A \otimes B$
will consist of all \( nm \) product combinations \( \{ \lambda_i(A)\lambda_j(B)\} \). A similar conclusion holds for the singular values of \( A \otimes B \) in relation to the singular values of the individual matrices \( A \) and \( B \), which we denote by \( \{ \sigma_i(A), \sigma_j(B)\} \). Table F.1 lists some well-known properties of Kronecker products for matrices \( \{ A, B, C, D \} \) of compatible dimensions and column vectors \( \{ x, y \} \). The last three properties involve the trace and vec operations: the trace of a matrix is the sum of its diagonal elements and the vec operation transforms a matrix into a vector by stacking the columns of the matrix on top of each other.

**Table F.1:** Properties of the traditional Kronecker product definition \((F.1)\).

<table>
<thead>
<tr>
<th>Property</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>((A + B) \otimes C = (A \otimes C) + (B \otimes C))</td>
</tr>
<tr>
<td>2.</td>
<td>((A \otimes B)(C \otimes D) = (AC \otimes BD))</td>
</tr>
<tr>
<td>3.</td>
<td>((A \otimes B)^T = A^T \otimes B^T)</td>
</tr>
<tr>
<td>4.</td>
<td>((A \otimes B)^* = A^* \otimes B^*)</td>
</tr>
<tr>
<td>5.</td>
<td>((A \otimes B)^{-1} = A^{-1} \otimes B^{-1})</td>
</tr>
<tr>
<td>6.</td>
<td>((A \otimes B)^\ell = A^\ell \otimes B^\ell)</td>
</tr>
<tr>
<td>7.</td>
<td>({ \lambda(A \otimes B)} = { \lambda_i(A)\lambda_j(B)}^{n,m}_{i=1,j=1})</td>
</tr>
<tr>
<td>8.</td>
<td>({ \sigma(A \otimes B)} = { \sigma_i(A)\sigma_j(B)}^{n,m}_{i=1,j=1})</td>
</tr>
<tr>
<td>9.</td>
<td>(\det(A \otimes B) = (\det A)^m(\det B)^n)</td>
</tr>
<tr>
<td>10.</td>
<td>(\text{Tr}(A \otimes B) = \text{Tr}(A)\text{Tr}(B))</td>
</tr>
<tr>
<td>11.</td>
<td>(\text{Tr}(AB) = [\text{vec}(B^T)]^T \text{vec}(A) = [\text{vec}(B^<em>)]^</em> \text{vec}(A))</td>
</tr>
<tr>
<td>12.</td>
<td>(\text{vec}(ACB) = (B^T \otimes A)\text{vec}(C))</td>
</tr>
<tr>
<td>13.</td>
<td>(\text{vec}(xy^T) = y \otimes x)</td>
</tr>
</tbody>
</table>

**Block Kronecker Form**

Let \( \mathcal{A} \) now denote a block matrix of size \( np \times np \) with each block having size \( p \times p \). We denote the \((i, j)-th\) sub-matrix of \( \mathcal{A} \) by the notation \( A_{ij} \); it is a block of size \( p \times p \). Likewise, we let \( \mathcal{B} \) denote a second block matrix of size \( mp \times mp \) with each of its blocks having the same size \( p \times p \). We denote the \((i, j)-th\) sub-matrix of \( \mathcal{B} \) by the notation \( B_{ij} \); it is a block of size \( p \times p \). The block Kronecker product of these two matrices is denoted by \( \mathcal{K} = \mathcal{A} \otimes_b \mathcal{B} \) and is defined as the following block matrix.
of dimensions $nmp^2 \times mnp^2$ [145]:

$$\mathcal{K} \triangleq \mathcal{A} \otimes_b \mathcal{B} = \begin{bmatrix}
K_{11} & K_{12} & \cdots & K_{1n} \\
K_{21} & K_{22} & \cdots & K_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
K_{n1} & K_{n2} & \cdots & K_{nn}
\end{bmatrix} \quad (F.2)$$

where each block $K_{ij}$ is $mp^2 \times mnp^2$ and is constructed as follows:

$$K_{ij} = \begin{bmatrix}
A_{ij} \otimes B_{11} & A_{ij} \otimes B_{12} & \cdots & A_{ij} \otimes B_{1m} \\
A_{ij} \otimes B_{21} & A_{ij} \otimes B_{22} & \cdots & A_{ij} \otimes B_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
A_{ij} \otimes B_{m1} & A_{ij} \otimes B_{m2} & \cdots & A_{ij} \otimes B_{mm}
\end{bmatrix} \quad (F.3)$$

Table F.2 lists some useful properties of block Kronecker products for matrices $\{\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}\}$ with blocks of size $p \times p$. The last three properties involve the block vectorization operation denoted by $\text{bvec}$: it vectorizes each block entry of the matrix and then stacks the resulting columns on top of each other, i.e.,

$$\text{bvec}(\mathcal{A}) \triangleq \text{col}\{\text{vec}(A_{11}), \text{vec}(A_{21}), \ldots, \text{vec}(A_{n1}), \text{vec}(A_{21}), \text{vec}(A_{22}), \ldots, \text{vec}(A_{n2}), \ldots, \text{vec}(A_{1n}), \text{vec}(A_{2n}), \ldots, \text{vec}(A_{nn})\} \quad (F.4)$$

### Table F.2: Properties of the block Kronecker product definition (F.2).

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>$(\mathcal{A} + \mathcal{B}) \otimes_b \mathcal{C} = (\mathcal{A} \otimes_b \mathcal{C}) + (\mathcal{B} \otimes_b \mathcal{C})$</td>
</tr>
<tr>
<td>2.</td>
<td>$(\mathcal{A} \otimes_b \mathcal{B})(\mathcal{C} \otimes_b \mathcal{D}) = (\mathcal{AC} \otimes_b \mathcal{BD})$</td>
</tr>
<tr>
<td>3.</td>
<td>$(\mathcal{A} \otimes \mathcal{B}) \otimes_b (\mathcal{C} \otimes \mathcal{D}) = (\mathcal{A} \otimes \mathcal{C}) \otimes_b (\mathcal{B} \otimes \mathcal{D})$</td>
</tr>
<tr>
<td>4.</td>
<td>$(\mathcal{A} \otimes_b \mathcal{B})^T = \mathcal{A}^T \otimes_b \mathcal{B}^T$</td>
</tr>
<tr>
<td>5.</td>
<td>$(\mathcal{A} \otimes_b \mathcal{B})^* = \mathcal{A}^* \otimes_b \mathcal{B}^*$</td>
</tr>
<tr>
<td>6.</td>
<td>${\lambda(\mathcal{A} \otimes_b \mathcal{B})} = {\lambda_i(\mathcal{A})\lambda_j(\mathcal{B})}_{i=1,j=1}^{n_p,m_p}$</td>
</tr>
<tr>
<td>7.</td>
<td>$\text{Tr}(\mathcal{AB}) = \text{bvec}(\mathcal{B}^T)^T \text{bvec}(\mathcal{A}) = [\text{bvec}(\mathcal{B})]^* \text{bvec}(\mathcal{A})$</td>
</tr>
<tr>
<td>8.</td>
<td>$\text{bvec}(\mathcal{ABC}) = (\mathcal{B}^T \otimes_b \mathcal{A})\text{bvec}(\mathcal{C})$</td>
</tr>
<tr>
<td>9.</td>
<td>$\text{bvec}(xy^T) = y \otimes_b x$</td>
</tr>
</tbody>
</table>
Figure F.1 illustrates one of the advantages of working with the bvec operation for block matrices [278]. The figure compares the effect of the block vectorization operation to that of the regular vec operation. It is seen that bvec preserves the locality of the blocks from the original matrix: entries arising from the same block appear together followed by entries of the other successive blocks. In contrast, in the vec construction, entries from different blocks are blended together.

F.2 Vector and Matrix Norms

Vector Norms
For any vector $x$ of size $N \times 1$ and entries $\{x_k\}$, any of the definitions
F.2. Vector and Matrix Norms

listed in Table F.3 constitutes a valid vector norm.

Table F.3: Useful vector norms, where the \( \{x_k\} \) denote the entries of \( x \in \mathbb{C}^N \).

<table>
<thead>
<tr>
<th>Norm</th>
<th>Definition</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>( |x|_1 )</td>
<td>( \sum_{k=1}^{N}</td>
<td>x_k</td>
</tr>
<tr>
<td>( |x|_\infty )</td>
<td>( \max_{1 \leq k \leq N}</td>
<td>x_k</td>
</tr>
<tr>
<td>( |x|_2 )</td>
<td>( \left( \sum_{k=1}^{N}</td>
<td>x_k</td>
</tr>
<tr>
<td>( |x|_p )</td>
<td>( \left( \sum_{k=1}^{N}</td>
<td>x_k</td>
</tr>
</tbody>
</table>

**Matrix Norms**

There are similarly many useful matrix norms. For any matrix \( A \) of dimensions \( N \times N \) and entries \( \{a_{\ell k}\} \), any of the definitions listed in Table F.4 constitutes a valid matrix norm. In particular, the \( 2 \)-induced norm of \( A \) is equal to its largest singular value:

\[
\|A\|_2 = \sigma_{\text{max}}(A)
\]

Table F.4: Useful matrix norms, where the \( \{a_{\ell k}\} \) denote the entries of \( A \in \mathbb{C}^{N \times N} \).

<table>
<thead>
<tr>
<th>Norm</th>
<th>Definition</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>( |A|_1 )</td>
<td>( \max_{1 \leq k \leq N} \left( \sum_{\ell=1}^{N}</td>
<td>a_{\ell k}</td>
</tr>
<tr>
<td>( |A|_\infty )</td>
<td>( \max_{1 \leq \ell \leq N} \left( \sum_{k=1}^{N}</td>
<td>a_{\ell k}</td>
</tr>
<tr>
<td>( |A|_F )</td>
<td>( \sqrt{\text{Tr}(A^*A)} )</td>
<td>(Frobenius norm)</td>
</tr>
<tr>
<td>( |A|_p )</td>
<td>( \max_{x \neq 0} \left( \frac{|Ax|_p}{|x|_p} \right) )</td>
<td>(( p )-induced norm for any real ( p \geq 1 ))</td>
</tr>
</tbody>
</table>

A fundamental result in matrix theory is that all matrix norms in finite dimensional spaces are *equivalent*. Specifically, if \( \|A\|_a \) and \( \|A\|_b \) denote
two generic matrix norms, then there exist positive constants \( c_\ell \) and \( c_u \) that bound one norm by the other from above and from below such as \([104, 113]\):

\[
c_\ell \|A\|_b \leq \|A\|_a \leq c_u \|A\|_b
\]  

(F.6)

The values of \( \{c_\ell, c_u\} \) are independent of the matrix entries though they may be dependent on the matrix dimensions. Vector norms are also equivalent to each other.

### One Useful Matrix Norm

Let \( B \) denote an \( N \times N \) matrix with eigenvalues \( \{\lambda_k\} \). The spectral radius of \( B \), denoted by \( \rho(B) \), is defined as

\[
\rho(B) \triangleq \max_{1 \leq k \leq N} |\lambda_k|
\]  

(F.7)

We introduce the Jordan canonical decomposition of \( B \) and write \( B = TJT^{-1} \), where \( T \) is an invertible transformation and \( J \) is a block diagonal matrix, say, with \( q \) blocks:

\[
J = \text{diag}\{J_1, J_2, \ldots, J_q\}
\]  

(F.8)

Each block \( J_q \) has a Jordan structure with an eigenvalue \( \lambda_q \) on its diagonal entries, unit entries on the first sub-diagonal, and zeros everywhere else. For example, for a block of size \( 4 \times 4 \):

\[
J_q = \begin{bmatrix}
\lambda_q & 1 & & \\
1 & \lambda_q & & \\
& 1 & \lambda_q & \\
& & 1 & \lambda_q
\end{bmatrix}
\]  

(F.9)

Let \( \epsilon \) denote an arbitrary positive scalar that we are free to choose and define the \( N \times N \) diagonal scaling matrix:

\[
D \triangleq \text{diag} \{\epsilon, \epsilon^2, \ldots, \epsilon^N\}
\]  

(F.10)

Following Lemma 5.6.10 from [113] and Problem 14.19 from [133], we can use the quantity \( T \) originating from \( B \) to define the following matrix norm, denoted by \( \|\cdot\|_\rho \), for any matrix \( A \) of size \( N \times N \):

\[
\|A\|_\rho \triangleq \left\|DT^{-1}ATD^{-1}\right\|_1
\]  

(F.11)
in terms of the $1$–norm (i.e., maximum absolute column sum) of the matrix product on the right-hand side. It is not difficult to verify that the transformation (F.11) is a valid matrix norm, namely, that it satisfies the following properties, for any matrices $A$ and $C$ of compatible dimensions and for any complex scalar $\alpha$:

\[
\begin{align*}
\text{(a)} & \quad \|A\|_\rho \geq 0 \text{ with } \|A\|_\rho = 0 \text{ if, and only if, } A = 0 \\
\text{(b)} & \quad \|\alpha A\|_\rho = |\alpha| \|A\|_\rho \\
\text{(c)} & \quad \|A + C\|_\rho \leq \|A\|_\rho + \|C\|_\rho \quad \text{(triangular inequality)} \\
\text{(d)} & \quad \|AC\|_\rho \leq \|A\|_\rho \|C\|_\rho \quad \text{(sub-multiplicative property)}
\end{align*}
\]

One important property of the $\rho$–norm defined by (F.11) is that when it is applied to the matrix $B$ itself, it will hold that:

\[
\rho(B) \leq \|B\|_\rho \leq \rho(B) + \epsilon
\]

That is, the $\rho$–norm of $B$ will be sandwiched between two bounds defined by its spectral radius. It follows that if the matrix $B$ is stable to begin with, so that $\rho(B) < 1$, then we can always select $\epsilon$ small enough to ensure $\|B\|_\rho < 1$.

The matrix norm defined by (F.11) is also an induced norm relative to the following vector norm:

\[
\|x\|_\rho \overset{\Delta}{=} \|D^{-1}x\|_1
\]

That is, for any matrix $A$, it holds that

\[
\|A\|_\rho = \max_{x \neq 0} \left( \frac{\|Ax\|_\rho}{\|x\|_\rho} \right)
\]

**Proof.** Indeed, using (F.14), we first note that for any vector $x \neq 0$:

\[
\begin{align*}
\|Ax\|_\rho &= \|DT^{-1}Ax\|_1 \\
&= \|DT^{-1}A \cdot TD^{-1}DT^{-1} \cdot x\|_1 \\
&\leq \|DT^{-1}ATD^{-1}\|_1 \cdot \|DT^{-1}x\|_1 \\
&= \|A\|_\rho \cdot \|x\|_\rho
\end{align*}
\]

so that

\[
\max_{x \neq 0} \left( \frac{\|Ax\|_\rho}{\|x\|_\rho} \right) \leq \|A\|_\rho
\]
To show that equality holds in (F.17), it is sufficient to exhibit one nonzero vector \( x_o \) that attains equality. Let \( k_o \) denote the index of the column that attains the maximum absolute column sum in the matrix product \( DT^{-1}ATD^{-1} \). Let \( e_{k_o} \) denote the column basis vector of size \( N \times 1 \) with one at location \( k_o \) and zeros elsewhere. Select

\[
x_o \Delta = TD^{-1} e_{k_o}
\]  

(F.18)

Then, it is straightforward to verify that

\[
\| x_o \|_\rho \Delta = \| DT^{-1}x_o \|_1 = \| e_{k_o} \|_1 = 1
\]  

(F.19)

and

\[
\| Ax_o \|_\rho \Delta = \| DT^{-1}Ax_o \|_1
\]

(F.18)

\[
= \| DT^{-1}ATD^{-1} \cdot x_o \|_1
\]

(F.18)

\[
= \| A \|_\rho
\]

(F.20)

so that, for this particular vector, we have

\[
\frac{\| Ax_o \|_\rho}{\| x_o \|_\rho} = \| A \|_\rho
\]  

(F.21)

as desired.

\[\square\]

**A Second Useful Matrix Norm**

Let \( x = \text{col}\{x_1, x_2, \ldots, x_N\} \) now denote an \( N \times 1 \) block column vector whose individual entries are themselves vectors of size \( M \times 1 \) each. Following [32, 208, 230, 232], the block maximum norm of \( x \) is denoted by \( \| x \|_{b,\infty} \) and is defined as

\[
\| x \|_{b,\infty} \Delta \max_{1 \leq k \leq N} \| x_k \| \quad \text{(F.22)}
\]

That is, \( \| x \|_{b,\infty} \) is equal to the largest Euclidean norm of its block components. This vector norm induces a block maximum matrix norm. Let \( A \) denote an arbitrary \( N \times N \) block matrix with individual block entries of size \( M \times M \) each. Then, the block maximum norm of \( A \) is defined as

\[
\| A \|_{b,\infty} \Delta \max_{x \neq 0} \left( \frac{\| Ax \|_{b,\infty}}{\| x \|_{b,\infty}} \right)
\]  

(F.23)
The block maximum norm has several useful properties — see [208].

**Lemma F.1** (Some useful properties of the block maximum norm). The block maximum norm satisfies the following properties:

(a) Let $U = \text{diag}\{U_1, U_2, \ldots, U_N\}$ denote an $N \times N$ block diagonal matrix with $M \times M$ unitary blocks $\{U_k\}$. Then, the block maximum norm is unitary-invariant, i.e., $\|Ux\|_{b,\infty} = \|x\|_{b,\infty}$ and $\|UAU^*\|_{b,\infty} = \|A\|_{b,\infty}$.

(b) Let $D = \text{diag}\{D_1, D_2, \ldots, D_N\}$ denote an $N \times N$ block diagonal matrix with $M \times M$ Hermitian blocks $\{D_k\}$. Then, $\rho(D) = \|D\|_{b,\infty}$.

(c) Let $A$ be an $N \times N$ matrix and define $A = A \otimes I_M$ whose blocks are therefore of size $M \times M$ each. If $A$ is left-stochastic (as defined further ahead by (F.46)), then $\|A^T\|_{b,\infty} = 1$.

(d) Consider a block diagonal matrix $D$ as in part (b) and any left-stochastic matrices $A_1$ and $A_2$ constructed as in part (c). Then, it holds that

$$\rho(A_2^TDA_1^T) \leq \rho(D) \quad \text{(F.24)}$$

**Jensen’s Inequality**

There are several variations and generalizations of Jensen’s inequality. One useful form for our purposes is the following. Let $\{w_k\}$ denote a collection of $N$ possibly complex-valued column vectors for $k = 1, 2, \ldots, N$. Let $\{\alpha_k\}$ denote a collection of nonnegative real coefficients that add up to one:

$$\sum_{k=1}^N \alpha_k = 1, \quad 0 \leq \alpha_k \leq 1 \quad \text{(F.25)}$$

Jensen’s inequality states that for any real-valued convex function $f(x) \in \mathbb{R}$, it holds [45, 126, 171]:

$$f\left(\sum_{k=1}^N \alpha_kw_k\right) \leq \sum_{k=1}^N \alpha_kf(w_k) \quad \text{(F.26)}$$

In particular, let

$$z = \sum_{k=1}^N \alpha_kw_k \quad \text{(F.27)}$$
If we select the function $f(z) = \|z\|^2$ in terms of the squared Euclidean norm of the vector $z$, then it follows from (F.26) that

$$\left\| \sum_{k=1}^{N} \alpha_k w_k \right\|^2 \leq \sum_{k=1}^{N} \alpha_k \|w_k\|^2$$

(F.28)

There is also a useful stochastic version of Jensen’s inequality. If $a \in \mathbb{R}^M$ is a real-valued random variable, then it holds that

$$f(\mathbb{E}a) \leq \mathbb{E}(f(a)) \quad \text{(when } f(x) \in \mathbb{R} \text{ is convex})$$

(F.29)

$$f(\mathbb{E}a) \geq \mathbb{E}(f(a)) \quad \text{(when } f(x) \in \mathbb{R} \text{ is concave})$$

(F.30)

where it is assumed that $a$ and $f(a)$ have bounded expectations. We remark that a function $f(x)$ is said to be concave if, and only if, $-f(x)$ is convex.

### F.3 Perturbation Bounds on Eigenvalues

We state below two useful results that bound matrix eigenvalues.

**Weyl’s Theorem**

The first result, known as Weyl’s Theorem [113, 259], shows how the eigenvalues of a Hermitian matrix are disturbed through additive perturbations to the entries of the matrix. Thus, let $\{A', A, \Delta A\}$ denote arbitrary $N \times N$ Hermitian matrices with ordered eigenvalues $\{\lambda_m(A'), \lambda_m(A), \lambda_m(\Delta A)\}$, i.e.,

$$\lambda_1(A) \geq \lambda_2(A) \geq \ldots \geq \lambda_N(A)$$

(F.31)

and similarly for the eigenvalues of $\{A', \Delta A\}$, with the subscripts 1 and $N$ representing the largest and smallest eigenvalues, respectively. Weyl’s Theorem states that if $A$ is perturbed to

$$A' = A + \Delta A$$

(F.32)

then the eigenvalues of the new matrix are bounded as follows:

$$\lambda_n(A) + \lambda_N(\Delta A) \leq \lambda_n(A') \leq \lambda_n(A) + \lambda_1(\Delta A)$$

(F.33)
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for $1 \leq n \leq N$. In particular, it follows that the maximum eigenvalue is perturbed as follows:

$$\lambda_{\text{max}}(A) + \lambda_{\text{min}}(\Delta A) \leq \lambda_{\text{max}}(A') \leq \lambda_{\text{max}}(A) + \lambda_{\text{max}}(\Delta A) \quad \text{(F.34)}$$

In the special case when $\Delta A \geq 0$, we conclude from (F.33) that $\lambda_n(A') \geq \lambda_n(A)$ for all $n = 1, 2, \ldots, N$.

**Gershgorin’s Theorem**

The second result, known as Gershgorin’s Theorem [48, 94, 101, 104, 113, 253, 263], specifies circular regions within which the eigenvalues of a matrix are located. Thus, consider an $N \times N$ matrix $A$ with scalar entries $\{a_{\ell k}\}$. With each diagonal entry $a_{\ell \ell}$ we associate a disc in the complex plane centered at $a_{\ell \ell}$ and with

$$r_{\ell} \triangleq \sum_{k \neq \ell, k=1}^{N} |a_{\ell k}| \quad \text{(F.35)}$$

That is, $r_{\ell}$ is equal to the sum of the magnitudes of the non-diagonal entries on the same row as $a_{\ell \ell}$. We denote the disc by $D_\ell$; it consists of all points that satisfy

$$D_\ell = \left\{ z \in \mathbb{C}^N \text{ such that } |z - a_{\ell \ell}| \leq r_{\ell} \right\} \quad \text{(F.36)}$$

The theorem states that the spectrum of $A$ (i.e., the set of all its eigenvalues, denoted by $\lambda(A)$) is contained in the union of all $N$ Gershgorin discs:

$$\lambda(A) \subset \bigcup_{\ell=1}^{N} D_\ell \quad \text{(F.37)}$$

A stronger statement of the Gershgorin theorem covers the situation in which some of the Gershgorin discs happen to be disjoint. Specifically, if the union of $L$ of the discs is disjoint from the union of the remaining $N - L$ discs, then the theorem further asserts that $L$ eigenvalues of $A$ will lie in the first union of $L$ discs and the remaining $N - L$ eigenvalues of $A$ will lie in the second union of $N - L$ discs.
F.4 Lyapunov Equations

In this section, we introduce two particular Lyapunov equations and list some of their properties. We only list results that are used in the text. There are many other insightful results on Lyapunov equations. Interested readers may consult the works [132, 133, 148, 149] and the many references therein for additional information.

Discrete-Time Lyapunov Equations

Given \( N \times N \) matrices \( X, A, \) and \( Q \), where \( Q \) is Hermitian and non-negative definite, we consider first discrete-time Lyapunov equations, also called Stein equations, of the following form:

\[
X - A^*XA = Q \tag{F.38}
\]

Let \( \lambda_k(A) \) denote any of the eigenvalues of \( A \). In the discrete-time case, a stable matrix \( A \) is one whose eigenvalues lie inside the unit disc (i.e., their magnitudes are strictly less than one).

**Lemma F.2** (Discrete-time Lyapunov equation). Consider the Lyapunov equation (F.38). The following facts hold:

(a) The solution \( X \) is unique if, and only if, \( \lambda_k(A)\lambda_\ell(A) \neq 1 \) for all \( k, \ell = 1, 2, \ldots, N \). In this case, the unique solution \( X \) is Hermitian.

(b) When \( A \) is stable (i.e., all its eigenvalues are inside the unit disc), the solution \( X \) is unique, Hermitian, and nonnegative-definite. Moreover, it admits the series representation:

\[
X = \sum_{n=0}^{\infty} (A^*)^n QA^n \tag{F.39}
\]

**Proof.** We call upon property 12 from Table F.1 for Kronecker products and apply the vec operation to both sides of (F.38) to get

\[
(I - A^T \otimes A^*)\text{vec}(X) = \text{vec}(Q) \tag{F.40}
\]

This linear system of equations has a unique solution, \( \text{vec}(X) \), if, and only if, the coefficient matrix, \( I - A^T \otimes A^* \), is nonsingular. This latter condition
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requires \( \lambda_k(A)\lambda_\ell^*(A) \neq 1 \) for all \( k, \ell = 1, 2, \ldots, N \). When \( A \) is stable, all of its eigenvalues lie inside the unit disc and this uniqueness condition is automatically satisfied. If we conjugate both sides of (F.38) we find that \( X^* \) satisfies the same Lyapunov equation as \( X \) and, hence, by uniqueness, we must have \( X = X^* \). Finally, let \( F = A^T \otimes A^* \). When \( A \) is stable, the matrix \( F \) is also stable since \( \rho(F) = [\rho(A)]^2 < 1 \). In this case, the matrix inverse \((I - F)^{-1}\) admits the series expansion

\[
(I - F)^{-1} = I + F + F^2 + F^3 + \ldots \tag{F.41}
\]

so that using (F.40) we have

\[
\text{vec}(X) = (I - F)^{-1}\text{vec}(Q)
\]

\[
= \sum_{n=0}^{\infty} F^n \text{vec}(Q)
\]

\[
= \sum_{n=0}^{\infty} ((A^T)^n \otimes (A^*)^n) \text{vec}(Q)
\]

\[
= \sum_{n=0}^{\infty} \text{vec}((A^*)^nQA^n) \tag{F.42}
\]

from which we deduce the series representation (F.39).

\[\square\]

Continuous-Time Lyapunov Equations

A similar analysis applies to the following continuous-time Lyapunov equation (also called a Sylvester equation):

\[
XA^* + AX + Q = 0 \tag{F.43}
\]

In the continuous-time case, a stable matrix \( A \) is one whose eigenvalues lie in the open left-half plane (i.e., they have strictly negative real parts).

Lemma F.3 (Continuous-time Lyapunov equation). Consider the Lyapunov equation (F.43). The following facts hold:

(a) The solution \( X \) is unique if, and only if, \( \lambda_k(A) + \lambda_\ell^*(A) \neq 0 \) for all \( k, \ell = 1, 2, \ldots, N \). In this case, the unique solution \( X \) is Hermitian.
(b) When $A$ is stable (i.e., all its eigenvalues lie in the open left-half plane), the solution $X$ is unique, Hermitian, and nonnegative-definite.

**Proof.** We call again upon property 12 from Table F.1 for Kronecker products and apply the vec operation to both sides of (F.43) to get

$$[(A^* \otimes I) + (I \otimes A)] \text{vec}(X) = -\text{vec}(Q) \quad (F.44)$$

This linear system of equations has a unique solution, vec($X$), if, and only if, the coefficient matrix, $(A^* \otimes I) + (I \otimes A)$, is nonsingular. This latter condition requires $\lambda_k(A) + \lambda_\ell^*(A) \neq 0$ for all $k, \ell = 1, 2, \ldots, N$. To see this, let $F = (A^* \otimes I) + (I \otimes A)$ and let us verify that the eigenvalues of $F$ are given by all linear combinations $\lambda_k(A) + \lambda_\ell^*(A)$. Consider the eigenvalue-eigenvector pairs $Ax_k = \lambda_k(A)x_k$ and $A^*y_\ell = \lambda_\ell^*(A)y_\ell$. Then, using property 2 from Table F.1 for Kronecker products we get

$$F(y_\ell \otimes x_k) = [(A^* \otimes I) + (I \otimes A)] (y_\ell \otimes x_k)$$
$$= (A^*y_\ell \otimes x_k) + (y_\ell \otimes Ax_k)$$
$$= \lambda_\ell^*(A)(y_\ell \otimes x_k) + \lambda_k(A)(y_\ell \otimes x_k)$$
$$= (\lambda_k(A) + \lambda_\ell^*(A))(y_\ell \otimes x_k) \quad (F.45)$$

so that the vector $(y_\ell \otimes x_k)$ is an eigenvector for $F$ with eigenvalue $\lambda_k(A) + \lambda_\ell^*(A)$, as claimed. If we now conjugate both sides of (F.43) we find that $X^*$ satisfies the same Lyapunov equation as $X$ and, hence, by uniqueness, we must have $X = X^*$.

\[ \square \]

### F.5 Stochastic Matrices

Consider $N \times N$ matrices $A$ with nonnegative entries, $\{a_{\ell k} \geq 0\}$. The matrix $A = [a_{\ell k}]$ is said to be left-stochastic if it satisfies

$$A^T \mathbf{1} = \mathbf{1} \quad \text{(left-stochastic)} \quad (F.46)$$

where $\mathbf{1}$ denotes the column vector whose entries are all equal to one. It follows that the entries on each column of $A$ add up to one. The matrix $A$ is said to be doubly-stochastic if the entries on each of its columns and on each of its rows add up to one, i.e., if

$$A \mathbf{1} = \mathbf{1}, \quad A^T \mathbf{1} = \mathbf{1} \quad \text{(doubly-stochastic)} \quad (F.47)$$
Stochastic matrices arise frequently in the study of networks. The following statement lists two properties of stochastic matrices; additional properties can be found in [113, 208].

**Lemma F.4** (Properties of stochastic matrices). Let $A$ be an $N \times N$ left or doubly-stochastic matrix:

(a) The spectral radius of $A$ is equal to one, $\rho(A) = 1$. It follows that all eigenvalues of $A$ lie inside the unit disc, i.e., $|\lambda(A)| \leq 1$. The matrix $A$ may have multiple eigenvalues with magnitude equal to one.

(b) If $A$ is additionally a primitive matrix (cf. definition (6.1)), then $A$ will have a single eigenvalue at one (i.e., the eigenvalue at one will have multiplicity one). All other eigenvalues of $A$ will lie strictly inside the unit circle. Moreover, with proper sign scaling, all entries of the right-eigenvector of $A$ corresponding to the single eigenvalue at one will be strictly positive, namely, if we let $p$ denote this right-eigenvector with entries $\{p_k\}$ and normalize the entries to add up to one, then

$$Ap = p, \quad 1^T p = 1, \quad p_k > 0, \quad k = 1, 2, \ldots, N \quad (F.48)$$

We refer to $p$ as the *Perron eigenvector* of $A$. All other eigenvectors of $A$ associated with the other eigenvalues will have at least one negative or complex entry.

**F.6 Convergence of Inequality Recursions**

The following are two convergence results involving inequality recursions; proofs appear in [190, pp. 45–50].

**Lemma F.5** (Deterministic recursion). Let $u(i) \geq 0$ denote a scalar deterministic (i.e., non-random) sequence that satisfies the inequality recursion:

$$u(i + 1) \leq [1 - a(i)]u(i) + b(i), \quad i \geq 0 \quad (F.49)$$

(a) When the scalar sequences $\{a(i), b(i)\}$ satisfy the four conditions:

$$0 \leq a(i) < 1, \quad b(i) \geq 0, \quad \sum_{i=0}^{\infty} a(i) = \infty, \quad \lim_{i \to \infty} \frac{b(i)}{a(i)} = 0 \quad (F.50)$$


it holds that \( \lim_{i \to \infty} u(i) = 0 \).

(b) When the scalar sequences \( \{a(i), b(i)\} \) are of the form

\[
a(i) = \frac{c}{i + 1}, \quad b(i) = \frac{d}{(i + 1)^{p+1}}, \quad c > 0, \quad d > 0, \quad p > 0 \tag{F.51}
\]

it holds that, for large enough \( i \), the sequence \( u(i) \) converges to zero at one of the following rates depending on the value of \( c \):

\[
\begin{align*}
    u(i) &\leq \left( \frac{d}{c-p} \right)^{1/p} + o(1/i^p), \quad c > p \\
    u(i) &= O(\log i/i^p), \quad c = p \\
    u(i) &= O(1/i^c), \quad c < p \tag{F.52}
\end{align*}
\]

The fastest convergence rate occurs when \( c > p \) and is in the order of \( 1/i^p \).

Note that part (b) of the above statement uses the big-O and little-o notation. The big-O notation is useful to compare the asymptotic growth rate of two sequences. Thus, writing \( a(i) = O(b(i)) \) means that \( |a(i)| \leq c|b(i)| \) for some constant \( c \) and for all large enough \( i > I_0 \).

For example, \( a(i) = O(1/i) \) means that the samples of the sequence \( a(i) \) decay asymptotically at a rate that is comparable to \( 1/i \). On the other hand, the little-o notation, \( a(i) = o(b(i)) \), means that, asymptotically, the sequence \( a(i) \) decays faster than the sequence \( b(i) \) so that \( |a(i)|/|b(i)| \to 0 \) as \( i \to \infty \). In this case, the notation \( a(i) = o(1/i) \) implies that the samples of \( a(i) \) decay at a faster rate than \( 1/i \).

**Lemma F.6** (Stochastic recursion). Let \( u(i) \geq 0 \) denote a scalar sequence of nonnegative random variables satisfying \( \mathbb{E}[u(0)] < \infty \) and the stochastic recursion:

\[
\mathbb{E}[u(i+1)|u(0), u(1), \ldots, u(i)] \leq [1 - a(i)]u(i) + b(i), \quad i \geq 0 \tag{F.53}
\]

in terms of the conditional expectation on the left-hand side, and where the scalar and nonnegative deterministic sequences \( \{a(i), b(i)\} \) satisfy the five conditions:

\[
0 \leq a(i) < 1, \quad b(i) \geq 0, \quad \sum_{i=0}^{\infty} a(i) = \infty, \quad \sum_{i=0}^{\infty} b(i) < \infty, \quad \lim_{i \to \infty} \frac{b(i)}{a(i)} = 0 \tag{F.54}
\]

Then, it holds that \( \lim_{i \to \infty} u(i) = 0 \) almost surely, and \( \lim_{i \to \infty} \mathbb{E}[u(i)] = 0 \).
Let $\gamma_k$ denote a binary random variable whose value represents one of two possible classes, +1 or −1, depending on whether a feature vector $h_k \in \mathbb{R}^M$ belongs to one class or the other. For example, the entries of $h_k$ could represent measures of a person’s weight and height, while the classes ±1 could correspond to whether the feature $h_k$ represents a male or a female individual. Logistic regression is a useful methodology for dealing with classification problems where one of the variables (the dependent variable) is binary and the second variable (the independent variable) is real-valued; this is in contrast to the more popular linear regression analysis where both variables are real-valued.

## G.1 Logistic Function

When $\gamma_k$ is a binary random variable, the relation between its realizations and the corresponding feature vectors $\{h_k\}$ cannot be well represented by a linear regression model. A more suitable model is to represent the conditional probability of $\gamma_k = 1$ given the feature vector $h_k$ as a logistic function of the form [115, 233]:

$$P(\gamma_k = +1 \mid h_k) = \frac{1}{1 + e^{-h_k^Tw_0}}$$

(G.1)
for some parameter vector \( w^o \in \mathbb{R}^M \). Observe that regardless of the numerical values assumed by the entries of the feature vector \( h_k \), the logistic function always returns values between 0 and 1 (as befitting of a true probability measure) — see Figure G.1. Obviously, under the assumed binary model for \( \gamma_k \) and since the sum of the probabilities need to add up to one, it holds that

\[
P(\gamma_k = -1 \mid h_k) = \frac{1}{1 + e^{h_k^T w^o}}
\]  

\hspace{1cm} \text{(G.2)}

![Logistic function plots](image)

**Figure G.1**: Typical behavior of logistic functions for two classes. The figure shows plots of the functions \( \frac{1}{1 + e^{-x}} \) (left) and \( \frac{1}{1 + e^x} \) (right) assumed to correspond to classes +1 and −1, respectively.

### G.2 Odds Function

We can group (G.1) and (G.2) into a single expression for the conditional probability density function (pdf) of \( \gamma_k \) and write:

\[
p(\gamma_k; w^o \mid h_k) = \frac{1}{1 + e^{-\gamma_k h_k^T w^o}}
\]  

\hspace{1cm} \text{(G.3)}

with \( \gamma_k \) appearing in the exponent term on the right-hand side. This pdf is parameterized by \( w^o \). In machine learning or pattern classification applications, one is usually served with a collection of training data \( \{\gamma_k, h_k, k \geq 1\} \) and the objective is to use the data to estimate the
parameter $w^o$. Once $w^o$ is recovered, its value can then be used to classify new feature vectors $\{h_\ell\}$ into classes $+1$ or $-1$. This can be achieved, for example, by computing the odds of the new feature vector belonging to one class or the other. The odds function is defined as:

$$\text{odds} \triangleq \frac{P(\gamma_\ell = +1 \mid h_\ell)}{1 - P(\gamma_\ell = +1 \mid h_\ell)} \quad (G.4)$$

For example, in a scenario where the likelihood that type $+1$ occurs is 0.8 while the likelihood for type $-1$ is 0.2, we find that the odds of type $+1$ occurring are $4 \to -1$, while the odds of type $-1$ occurring are $1 \to -4$. If we compute the log of the odds ratio, we end up with the so-called logit function (or logistic transformation function):

$$\text{logit} \triangleq \ln \left( \frac{P(\gamma_\ell = +1 \mid h_\ell)}{1 - P(\gamma_\ell = +1 \mid h_\ell)} \right) \quad (G.5)$$

There are at least two advantages for the logit representation of the odds function. First, in this representation of the odds, types $+1$ and $-1$ will always have opposite odds (i.e., one value is the negative of the other). And, more importantly, if we use the assumed model (G.1), then the logit function ends up depending linearly on $w^o$. Specifically,

$$\text{logit} = h_\ell^T w^o \quad (G.6)$$

In this way, we can assign feature vectors $\{h_\ell\}$ with nonnegative logit values to one class and feature vectors with negative logit values to another class — see Figure G.2.

### G.3 Kullback-Leibler Divergence

To enable the above classification procedure, we still need to determine $w^o$. One way to estimate $w^o$ is to fit into the training data $\{\gamma_k, h_k, k \geq 1\}$, a probability density function of the form:

$$p(\gamma_k; w \mid h_k) = \frac{1}{1 + e^{-\gamma_k h_k^T w}} \quad (G.7)$$

for some unknown vector $w \in \mathbb{R}^M$ to be determined. This vector can be selected by minimizing the discrepancy between the above pdf and
Figure G.2: Classification of feature vectors into two classes: data with non-negative logit values are assigned to one class and data with negative logit values are assigned to another class. The vector $w^o$ defines the direction that is normal to the separating hyperplane.

the actual pdf corresponding to $w^o$ in (G.3). A useful measure of discrepancy between two pdfs is the Kullback-Leibler (KL) divergence measure defined as $[81]$

$$D_{KL} \triangleq \mathbb{E} \left\{ \ln \left( \frac{p(\gamma_k; w^o \mid h_k)}{p(\gamma_k; w \mid h_k)} \right) \right\}$$

where the expectation is over the distribution of the true pdf. The expression on the right-hand side involves the ratio of two pdfs: one using the true vector $w^o$ and the other using the parameter $w$. Minimizing over $w$ leads to the optimization problem

$$\min_w -\mathbb{E} \ln p(\gamma_k; w \mid h_k)$$

or, equivalently,

$$\min_w \mathbb{E} \left\{ \ln \left[ 1 + e^{-\gamma_k h_k^T w} \right] \right\}$$

which has the same form as the logistic regression cost function considered in the text — see, e.g., (2.9).
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Errata

Version: June 2, 2015.


Remark. The typos are already marked in red in the manuscript’s pdf file.

1. Expressions (2.55) and (2.56): the running index for the summations and the arguments of $\mu(i)$ and $\mu^2(i)$ should be $i'$ instead of $i$.
2. Expression (4.148): $\rho w^* \omega$ is missing on the right-hand side.
3. Expression (4.149): $-\rho^2 w^* (w^*)^T$ is missing on the right-hand side.
4. Expression (5.102): replace rightmost $\infty$ by 0 (similar to (3.91)).
5. Figure 7.4: replace $\{w_{4,i-1}, w_{7,i-1}, w_{\ell,i-1}\}$ by $\{\psi_{4,i}, \psi_{7,i}, \psi_{\ell,i}\}$.
6. Expressions (9.307) and (10.116): replace second “≤” by “=”.
7. Expression (11.20): symbol $E$ missing before first $s_{K,i}$ on first line.
8. Rephrase sentence right after (11.111) as: “Selecting the origin of time at some large time and iterating from there”
9. Expression (11.130), second line, second symbol $\otimes$ should be $\otimes_b$.
10. Expression (11.131), first two lines, second symbol $\otimes$ should be $\otimes_b$.
11. Fourth line below expression (14.3): replace “add up to one” by “add up to zero”.
12. Expression (13.47): $(2 + N_I)$ should be $(2 + N_I^{-1})$.
13. Expression (14.38): replace $w$ by $\tilde{w}$ on the right-hand side.
14. Expression (14.39): first equality, replace $s_{\epsilon,i}$ by $s_{\epsilon,i}^*$.
15. Expression (14.47): replace $\zeta_k$ by $\zeta_\epsilon$.
16. Sentence after (E.32), replace the word “Hermitian” by “symmetric.”